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#### Abstract

The present study deals a novel science, technology, engineering, and mathematics gender gap measure to document the age profile of gender differentials. It is difficult to use current measures to quantify STEM career interest for younger students. Class-subject options are limited, especially for younger students, and students are incentivized to perform well in classrooms and on standardized exams to satisfy college admission boards. To overcome these limitations, a dataset of high school and middle school science fair projects and use project choices of over 17,000 students to measure gender gaps. Found that, large gender gaps favoring males in technology, engineering, and mathematics fields that increase across age. For example, the gender gap among middle school math participants is 34 percentage points, increasing to 40 percentage points in high school. Similarly, the gender gap among engineering participants increases from a substantial 26 percentage points in middle school to 29 percentage points in high school.
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## INTRODUCTION

For decades, the gender gap in Science, Technology, Engineering, and Mathematics (STEM) fields has caused concern among policymakers and researchers (Sweeney, 1953; Fennema \& Sherman, 1977; Goldin, 1994; Hausmann, 2009). Growing worry has prompted calls for the U.S. education system to produce more female graduates with training and expertise in STEM fields (Toulmin \& Groome, 2007; Olson \& Riordan, 2012). Yet, while female enrollment in high school math and science courses increases, and female performance on math tests improves, female participation in the STEM labor force has remained constant at 24 percent since 2000 (Beede et al., 2011).

Policymakers use the lack of progress in reducing the STEM gender gap to motivate a shift toward targeting K-12 students (Venkataraman et al., 2010). However, disagreement on when the STEM gender gap emerges makes developing effective policy difficult (Subrahmanyan \& Bozonie 1996; Blickenstaff, 2005). The lack of agreement is due to shortcomings in conventional gender gap measures including standardized test scores, classroom performance, and classroom enrollment. Standardized test scores produce mixed results, depending on the year, age group, and exam (Ellison \& Swanson, 2010). More importantly, exams do not measure, nor do they claim to measure, a student's desire to pursue a STEM occupation (Popham, 1999). Classroom enrollment options are limited and generally only available to high school juniors and seniors, reducing the ability to capture gender differentials across STEM fields or among younger students (Hill et al., 2010). Further, college admission requirements incentivize students to perform well on exams and in classrooms (Clinedinst \& Koranteng, 2014), reducing the ability
to identify college major plans based on performance. Collectively, these measures fail to explain the timing of the STEM gender gap.

In this paper, a novel STEM gender gap measure to document the age profile of gender differentials has created. To do so, a dataset of high school and middle school science fair projects at the California State Science Fair (CSSF) has constructed and students' project choices to measure gender gaps used.

This gender gap measure has three advantages. First, the CSSF allows for a wide range of projects, allowing the study of gender gap emergence age for a variety of fields. Second, with over 17,000 participants between 1990 and 2014 and approximately 60 percent middle school representation, studied students earlier in their academic careers. Third, the category in which a student competes is determined by his or her choice of project and although the incentive to perform well for college admissions still exists, it is less clear why it would drive the field of study. Thus, compared to conventional gender gap measures, CSSF participation is an improved measure of a student's STEM engagement.

The analysis produces two main findings. First, it is to find significant gender gaps in middle school. For example, middle school females are 29 percentage points less likely to compete in a math field and 35 percentage points less likely to compete in a technology field, relative to social science. Second, gender gaps generally increase from middle school to high school. High school females are 37 percentage points and 42 percentage points less likely to compete in math and technology, respectively.

This paper's findings have two policy implications. First, large gender differentials among middle school students suggest that efforts to reduce the STEM gender gap may be best targeted during elementary school or earlier. Second, policymakers should consider the widening of the gap from middle school to high school to prevent females from dropping out of the STEM pipeline. They types of policy programs vary in practice, but may take the form of introducing girls to STEM role models, breaking down STEM stereotypes, or communicating the relevance of STEM degrees to real-world applications. Wang \& Degol (2017) offer evidence-based recommendations for policy and practice to improve STEM diversity.

## PREVIOUS FINDINGS ON THE EMERGENCE OF THE STEM GENDER GAP

The STEM gender gap literature draws from two primary sources of information on high school and middle school performance: standardized test scores and classroom outcomes. This study presents the overall findings of each and discusses shortcomings to support the use of science fair projects as an alternative and improved source of information.

## Test Score Findings

Between the two gender gap measures, standardized test scores are more commonly studied. The National Assessment of Educational Progress (NAEP), a nationally representative sample, is the primary resource supported by the U.S. Department of Education. Perie et al. (2005) provide a long-term assessment of gender differences for students ages nine, 13, and 17. Until the late 1980s, nine year old females score slightly higher on the mathematics exam. Among 13 year olds, males start to outperform females in the early 1980s, while males in the oldest age group consistently score higher since 1973. In 2004, the gender gap is significant only for students ages 13 and 17, suggesting that gender gaps in test scores emerges toward the end of middle school. Two additional exams include the Scholastic Aptitude Test (SAT) and American

College Testing (ACT) exams. Males outperform females on the quantitative section of the SAT continuously since 1972, on average. Similar results hold for the quantitative section of the ACT, however, both SAT and ACT average differences are small in magnitude (Halpern et al., 2007).

Hyde et al. (1990) perform a meta-analysis of 100 studies and find that the math gender gap for the general population is trivial. Further analysis shows a female advantage in computation in elementary and middle school, and no gender differences in understanding of concepts at any age. Relatively large gender differences favoring males in complex problem solving skills emerge in high school. Hyde et al. (2008) conclude that the general population no longer shows differences in math skills, challenging the previously discussed findings using the NAEP data.

Researchers often compare U.S. test scores to international data to motivate a discussion about how social differences affect the emergence and evolution of gender gaps. Although social influence is outside the scope of this paper, the two most common sources, the Program for International Student Assessment (PISA) and the Trends in International Mathematics and Science Study (TIMSS), reveal patterns consistent with the findings that gender differences do not exist. For example, Lemke et al. (2001) find insignificant gender differences in TIMSS scores in the United States. Lindberg et al. (2010) perform a meta-analysis of the 2003 TIMSS and the PISA, representing 493,495 students, and find that all of the mean mathematics effect sizes are very small.

## Classroom Findings

The second gender gap information source, classroom outcomes, describes how males and females differ in classroom subject choices and their performance in those classes. Since 1994, high school girls earn more maths and science credits and achieves higher grades. For example, among U.S. high school students, 66 percent of females compared to 58 percent of males enroll in chemistry, 93 percent of females compared to 89 percent of males enroll in biology, and 71 percent of females compared to 65 percent of males enroll in Algebra II. However, larger shares of male students take Calculus ( 12 percent of males compared to 11 percent of females) and physics ( 34 percent of males compared to 29 percent of females). Advanced Placement (AP) and Honors course enrollment data also shows an overrepresentation of females in math classes ( 54 percent) and science classes ( 56 percent), however, males are more likely to take the AP exam and score four percent higher on AP Calculus exams and six percent higher on AP science exams (Freeman, 2004).

## Current Gender Gap Measure Issues

Standardized test scores, classroom performance, and classroom enrollment measures of the gender gap are limited in their abilities to capture student interest, which is correlated with future occupation. In this paper, STEM interest is defined as the desire to learn more about the field potentially resulting in a STEM career, or be engaged in the field beyond classroom requirements. Studies that establish the important role of interest include Tai et al. (2006). They use the National Education Longitudinal Study of 1988, where eighth-grade students are asked about the career they desire at age 30, and find that students who report science interest are three times more likely to obtain a college degree in a science field. The study does not discuss differences by gender. Maltese \& Tai (2010) interview 116 scientists and graduate students in chemistry and physics and find that over 65 percent of male and female participants report
interest starting before middle school. The purpose of the study is to establish that interest in science plays a role in future occupations, not to discuss gender differentials.

Although new test score estimates garner considerable attention, most findings produce relatively small gender differences. Thus, exams provide little practical importance in learning about when the gender gap emerges (Ellison \& Swanson, 2010). Further, Weinberger (2005) shows that less than one-third of college-educated white males in STEM occupations have high school SAT quantitative scores above 650 (out of 800). She concludes that gender differentials in the workforce cannot be explained by standardized test differentials. Others make similar statements and explain that exams are designed to measure student knowledge, no interest. A recent National Research Council (2011) report states that although difficult, it is critical to measure student interest and motivation, creativity, or commitment and "not just good test takers."

Incentivizes to perform well for college admission boards complicate the ability to measure gender gaps in interest using test scores, classroom enrollment, and grades. The National Association for College Admission Counseling (NACAC) lists grades, particularly in difficult classes, and standardized admission tests among the top factors in admission decisions. Thus, enrollment in higher level quantitative courses and performance may be a better indicator of the desire to go to college, rather than interest in a particular field.

Classroom enrollment statistics of gender gaps are further complicated by state graduation requirements. For example, during the time period studied in the paper, students in California generally follow the "traditional pathway" which consists of Algebra I, Geometry, Algebra II, Pre-calculus, AP Calculus or AP Statistics. Students in California must complete at least two math courses in high school, with one or a combination of courses meeting or exceeding Algebra I rigor (California Department of Education, 2014). Students are often encouraged to follow a predetermined series of classes, which restricts the ability to measure student interest in a subject. Additionally, subject choices are often reserved for older students and are limited in the number of options. For example, among the 2013 high school graduating class, 88 percent of AP biology exams are taken in $11^{\text {th }}$ or $12^{\text {th }}$ grades. AP Calculus had 98.5 percent and AP Chemistry had 93.3 percent of students take the exam in their last two years of high school.

## Science Fair Advantages

By the above test score measures, gender gaps in the general population do not exist today, while classroom enrollment suggests that they may emerge in $11^{\text {th }}$ and $12^{\text {th }}$ grades, leading policymakers to perhaps erroneously conclude that gender gaps do not exist prior to the end of high school. CSSF project choice is an improved source of gender gap information because it is not subject to the limitations outlined above. First, the category in which a student competes in is determined by a student's choice of project, reflecting interest in a STEM field. The CSSF explicitly states that one of its objectives is to stimulate interest and recognize students for their efforts. A potential concern is that the choice of project is also motivated by a desire to get into college. For example, students may choose to participate in more difficult categories strictly to improve their college admission prospects, not because they are interested in the topic. Although the incentive to perform well for college admission boards exists at the CSSF, it is less clear that student project type would be influenced, especially compared to advanced courses, which are explicitly favored by admission boards.

In order to participate in the CSSF, students must receive an offer from their regional fair. Most regional fairs are structured similarly to the CSSF in that students are interviewed by several judges to showcase their knowledge, genuine interest, and enthusiasm for their work. Thus, a CSSF project is an improved measure of student interest. Second, as discussed in the next section, the large sample of middle school students at the CSSF allows for the study of younger students. Finally, with a large range of categories to compete in, measured gender differentials in each STEM field, category, and compare those values to existing measures.

## DATA

Construct the CSSF dataset using publicly available individual-specific information from 1990 through 2014. Each year has information for every CSSF participant, including name, grade, division, category, school, and county. This timeframe produces a well-powered sample to detect conservative overall and subject-specific gender gaps.

Participant gender is not explicitly stated. To determine gender, data from a 100 percent sample of Social Security card applications for U.S. births are used. In a given year, the Social Security Administration (SSA) records the number of males and females born with a name and reports frequency counts of those names by sex, as long as the name is at least two characters long with a frequency of at least five. The student's grade and year of participation are used to estimate his or her birth year. Then match the student's first name to the SSA data in his or her birth year to determine gender (Assume that participants' current names represent the gender they identify with). If a name applies to both males and females, assign the majority gender as long as at least 90 percent of children born with that name have the same gender. This method assigns gender to 86 percent of participants. The paper's results are robust to alternative cutoffs of 85 and 95 percent. The less conservative cutoff of 85 percent increases the sample by 124 students and the 95 percent cutoff decreases the sample by 466 students.


FIGURE 1

Assign gender to half of the remaining 2,651 participants using individual portraits which become available in 2005. Approximately 51 percent of the gender entries identified through photos are female. The paper's results are robust to excluding these individuals. In total, there are 17,265 participants with identified gender.

Middle school students in grades six through eight compete in the Junior Division, while high school students in grades nine through 12 compete in the Senior Division. The number of Junior Division participants generally increases over the 25 year period (Figure 1). Senior Division participation exhibits an increase in earlier years, declines in the late 1990s, and remains relatively stable after with an average of 245 students per year. There are always fewer Senior Division participants in each year.

Within division, students are further divided into categories based on their projects. The number of categories grows over time. In 1990, there are 13 Senior Division Categories and 13 Junior Division categories. By 2014, there are 14 categories for Senior Division projects and 22 categories for Junior Division projects. Categories are renamed, combined, or divided in response to changes in participation. The CSSF descriptions of yearly changes are used to make categories constant over time, when applicable. For example, in 2002, the CSSF renames biochemistry to biochemistry/molecular biology and combing the both categories under the second title. Figure 2 displays number of participants by category.


FIGURE 2
NUMBER OF PARTICIPANTS BY CATEGORY AND STEM FIELD

Using the Economics and Statistics Administration's STEM definitions, the group categories labeled into the four STEM fields. For example, biology is labeled "science," while environmental engineering is labeled "engineering." The majority of students compete in a STEM category, with the highest concentration in science, followed by engineering. Math and technology fields are the least popular (Table 1 and Figure 2). Appendix 1 lists the categories with brief descriptions.

| Table 1 |  |  |
| :---: | :---: | :---: |
| SAMPLE COMPOSITION |  |  |
|  | Junior Division | Senior Division |
| STEM | $91 \%$ | $92 \%$ |
| Science | $63 \%$ | $65 \%$ |
| Technology | $5 \%$ | $5 \%$ |
| Engineering | $19 \%$ | $14 \%$ |
| Math | $4 \%$ | $8 \%$ |
| N Participants | $\mathbf{1 1 , 1 3 3}$ | $\mathbf{6 , 1 3 2}$ |

## METHODOLOGY

In the following section, female participation trends are shown in Figure 3. Gender gap patterns are clear through the figure; however, to estimate significance and the significance of changes across age the following specification is used:

$$
\begin{equation*}
Y_{i}=\alpha+\beta \text { Gender }_{i}+X_{i} \gamma+\varepsilon_{i} \tag{1}
\end{equation*}
$$

Where, Gender $_{i}$ is an indicator that equals one if student $i$ is female. The magnitude of $\beta$ for Junior and Senior Division participants is interested if changes across age are significant. $Y_{i}$ represents several outcome variables. The first is an indicator that equals one if the student competes in a STEM field and zero otherwise. Second, create outcome variables to compare each STEM field against non-STEM categories. Third, create three indicators comparing technology, engineering, or mathematics against science. Largely driven by biology and chemistry, science exhibits the most balanced gender composition and is thus used as the comparison group to study within STEM variation.

CSSF participants represent counties throughout California. To account for time-invariant gender norm differences across California on the relative number of females in STEM $X_{i}$ includes student country. Include county dummies as students are chosen at the county-level to proceed to the state competition. Sufficient variation within schools or districts does not exist to include indicators are lower levels. $X_{i}$ also includes year dummies.

There are three sources of bias that challenge the claim that CSSF gender gaps reflect differences in interests. The first two are created by the qualification process, which dictates that CSSF participants are students who participate, win, receive a CSSF offer, and accept a CSSF offer at their local county science fairs. First, bias due to gender-specific student self-selection potentially exists at two levels: county fair participation and CSSF offer acceptance. Second, bias due to gender-specific selection by judges exists at the remaining qualification levels: county fair winners and CSSF offers. The third source of bias is due to changing yearly samples of students.

Gender-specific student self-selection at the county level, if relevant, results in CSSF gender gap estimates that are biased downward. Niederle's (2014) summary paper finds that after controlling for a variety of characteristics, gender gaps in tournament entry in stereotypical male tasks persist. Additionally, Niederle \& Yestrumskas (2008) find that, conditional on performance, females shy away from difficult and challenging tasks more than males.

Although field experiments produce less conclusive results compared to lab experiments, if gender-specific reactions to competing in male-dominated fields holds in this setting, then the gender gaps observed at county are underestimates. If county science fair participation becomes part of the school curriculum, for example, then the females, who would otherwise not compete, would likely enter in less male-dominated fields, increasing the gender gap.

Gender-specific student self-selection from county to state, however, would result in overestimates of gender gaps. If females are more likely to decline an offer to the CSSF, especially if they would have to compete in male-dominated fields, then this paper's findings are biased upward.

The direction of bias due to gender-specific selection by judges is unclear. Consider the two extreme cases. In scenario one, there are no gender gaps at the county-level, but large gaps at the CSSF, while the opposite holds in scenario two. Thus, CSSF gender gaps are a result of who wins and who is selected to receive an offer, reflecting differences in factors other than interests, like performance or judge discrimination.

Finally, the long time period may mask underlying trends about the evolution of gender gaps over time. For example, any gender gaps observed with the pooled data may be driven by results in the earlier time period producing misleading conclusions. Further, any observed gender gap changes during this time period may be due to changes in the underlying mechanisms that determine gender gaps or due to changing samples.

In order to ease estimation concerns due to the qualification process, to construct a county-level dataset and evaluate gender gaps at lower levels. Repeated the above regression analysis and discuss findings below. To evaluate if gender gaps change over time, estimate $\beta$ by five-year intervals. Five-year intervals has chosen to overcome small sample sizes in the year-toyear samples and test the null hypothesis that $\beta_{t}$ is equal to $\beta_{t-1}$. Additionally, interact Gender with Year and test for a non-zero time-trend. Interpretation in the context of changing samples is discussed below.

## SCIENCE FAIR GENDER GAPS

Female participation patterns are displayed in Figure 3. A value of zero indicates balanced gender composition. Negative values indicate an underrepresentation of females and bar heights correspond to the percentage point difference between female and male participation. Among all CSSF participants, male and female participation is balanced, with differences less than two percentage points (Figure 3, Panel A). Figure 3, Panel B further divides students by whether they compete in a STEM category. STEM fields are generally balanced, while nonSTEM fields are dominated by females. There is also large increase in female representation from the Junior to Senior Divisions in non-STEM. Further separating participants by each STEM field produces large gender differentials within STEM (Figure 3, Panel C). Technology, engineering, and mathematics are dominated by male participants, and the gender differentials become larger from Junior to Senior Divisions. For example, the largest gender differentials are in the technology fields with 55 and 57 percentage point gaps in the Junior and Senior Divisions,
respectively. Science fields have more female than male participants; however, the magnitude of gender gaps is smaller than the gender gaps in other STEM fields that favor males.


FIGURE 3
GENDER GAPS BY DIVISION, PERCENTAGE POINT DIFFERENCES
Table 2 shows the regression results for all participants, while Tables $3 \& 4$ separate by division. Each table displays the results with and without the county and year dummies. Table 2 includes all outcome variables. Outcome variables using non-STEM as the comparison group are found in Table 3, while within STEM results, which use science as the comparison group, are found in Table 4. Finally, Tables $3 \& 4$, Column 5 display the absolute value of $t$-statistics, testing the hypothesis that $\beta_{\text {Junior }}=\beta_{\text {Senior }}$.

Overall, females are about 5 percentage points less likely to enter the CSSF with a STEM project, compared to non-STEM (Table 2). Although significant, this result is not representative of the gender differentials when considering STEM subgroups. For example, females are 40 percentage points less likely to enter with technology projects. Engineering and math fields yield results smaller in magnitude, at 26 and 33 percentage points less likely in the overall samples, respectively. Outcomes variables exploring within STEM gender gaps yield significant results as well, but are smaller in magnitude compared to results in Columns 1 and 2. Introducing county and year fixed effects yields estimates that are similar in both magnitude and significance. Differences across California counties, for example, do not account for gender gaps. Additionally, the inclusion of control variables in both slight increases and decreases in the coefficients are observed.

| Table 2GENDER GAP REGRESSION RESULTS |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: |
| Dep Var | STEM vs. Non-STEM |  | Science vs. Non-STEM |  |
| Gender | -0.052*** | $-0.053 * * *$ | -0.042*** | -0.044*** |
|  | (0.004) | (0.004) | (0.006) | (0.006) |
| County |  | X |  | X |
| Year |  | X |  | X |
| N | 17265 | 17265 | 12463 | 12463 |
| Dep Var | Technology vs. Non-STEM |  | Technology vs. Science |  |
| Gender | -0.400*** | -0.382*** | -0.085*** | -0.084*** |
|  | (0.018) | (0.018) | (0.005) | (0.005) |
| County |  | X |  | X |
| Year |  | X |  | X |
| N | 2250 | 2250 | 11831 | 11831 |
| Dep Var | Engineering vs. Non-STEM |  | Engineering vs. Science |  |
| Gender | -0.255*** | $-0.250 * * *$ | -0.129*** | -0.127*** |
|  | (0.013) | (0.013) | (0.007) | (0.007) |
| County |  | x |  | X |
| Year |  | x |  | x |
| N | 4509 | 4509 | 14090 | 14090 |
| Dep Var | Math vs. Non-STEM |  | Math vs. Science |  |
| Gender | -0.326*** | -0.312*** | -0.069*** | -0.066*** |
|  | (0.019) | (0.019) | (0.005) | (0.005) |
| County |  | x |  | X |
| Year |  | X |  | X |
| N | 2366 | 2366 | 11947 | 11947 |
| Note: ***p<0.001. |  |  |  |  |
| Gender is a dummy variable that equals one if the participant is female. |  |  |  |  |

In terms of change across age, gender gaps increase in magnitude across all specifications in Table 3. The outcome variable comparing technology and non-STEM fields yields the largest estimates with 36 and 42 percentage points for Junior and Senior Division participants, respectively. However, changes across age are only significant when comparing engineering or mathematics with non-STEM. Middle school females are 22 percentage points less likely to enter with engineering projects, increasing to 30 percentage points among high school students. Similarly, females are 26 percentage points less likely to enter in mathematics in middle school, increasing to 37 percentage points in high school.

| Table 3GENDER GAPS BY DIVISION |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  | Junior Division | Senior Division | Junior Division | Senior Division | T-Statistic |
|  | (1) | (2) | (3) | (4) | (5) |
| Dep Var: STEM vs. Non-STEM |  |  |  |  |  |
| Gender | -0.046*** | -0.062*** | -0.048*** | -0.062*** | 1.538 |
|  | (0.005) | (0.007) | (0.005) | (0.007) |  |
| County \& Year Dummies |  |  | x | x |  |
| N | 11133 | 6132 | 11133 | 6132 |  |
| Dep Var: Science vs. Non-STEM |  |  |  |  |  |
| Gender | -0.033*** | -0.058*** | -0.037*** | -0.059*** | 1.699 |
|  | (0.007) | (0.009) | (0.007) | (0.009) |  |
| County \& Year Dummies |  |  | x | x |  |
| N | 7996 | 4467 | 7996 | 4467 |  |
| Dep Var: Technology vs. Non-STEM |  |  |  |  |  |
| Gender | -0.380*** | -0.439*** | -0.355*** | -0.417*** | 1.546 |
|  | (0.023) | (0.031) | (0.023) | (0.032) |  |
| County \& Year Dummies |  |  | x | x |  |
| N | 1459 | 791 | 1459 | 791 |  |
| Dep Var: Engineering vs. Non-STEM |  |  |  |  |  |
| Gender | -0.232*** | -0.304*** | -0.224*** | -0.304*** | 2.449 |
|  | (0.016) | (0.024) | (0.016) | (0.024) |  |
| County \& Year Dummies |  |  | x | x |  |
| N | 3124 | 1385 | 3124 | 1385 |  |
| Dep Var: Math vs. Non-STEM |  |  |  |  |  |
| Gender | -0.274*** | -0.390*** | -0.264*** | -0.374*** | 2.816 |
|  | (0.024) | (0.030) | (0.024) | (0.030) |  |
| County \& Year Dummies |  |  | x | x |  |
| N | 1419 | 947 | 1419 | 947 |  |
| Note: ***p<0.001. |  |  |  |  |  |
| Gender is a dummy variable that equals one if the participant is female. T-statistic estimates measure the difference between Junior and Senior Division coefficients, including county and year dummies. |  |  |  |  |  |

Table 4 shows within STEM variation and the results largely follow from the previous findings. Females are significantly less likely to compete in technology, engineering, or mathematics fields, compared to science. Similar to the results in Tables $2 \& 3$, introducing control variables results in nearly identical estimates. However, unlike the results in Table 3 that compares STEM with Non-STEM; within STEM gender gaps remain roughly stable across age. The largest and only significant change occurs when considering mathematics fields. Middle school females are 5.4 percentage points less likely to compete in mathematics, increasing to 8.6 percentage points in high school.

To summarize, large gender gaps in technology, engineering, and mathematics fields are present for all ages, and generally increase in magnitude from middle school to high school.

| Table 4GENDER GAPS BYDIVISION, WITHIN STEM |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  | Junior Division | Senior Division | Junior Division | Senior Division | T-Statistic |
|  | (1) | (2) | (3) | (4) | (5) |
| Dep Var: Technology vs. Science |  |  |  |  |  |
| Gender | -0.086*** | -0.084*** | -0.085*** | -0.083*** | 0.18 |
|  | (0.006) | (0.008) | (0.006) | (0.008) |  |
| County \& Year Dummies |  |  | x | x |  |
| N | 7545 | 4286 | 7545 | 4286 |  |
| Dep Var: Engineering vs. Science |  |  |  |  |  |
| Gender | -0.139*** | -0.112*** | -0.137*** | -0.111*** | 1.92 |
|  | (0.009) | (0.011) | (0.009) | (0.011) |  |
| County \& Year Dummies |  |  | x | x |  |
| N | 9210 | 4880 | 9210 | 4880 |  |
| Dep Var: Math vs. Science |  |  |  |  |  |
| Gender | -0.054*** | -0.091*** | -0.052*** | -0.087*** | 3.575 |
|  | (0.006) | (0.009) | (0.006) | (0.009) |  |
| County \& Year Dummies |  |  | x | x |  |
| N | 7505 | 4442 | 7505 | 4442 |  |
| Note: ***p<0.001. |  |  |  |  |  |
| Gender is a dummy variable that equals one if the participant is female. T-statistic estimates measure the difference between Junior and Senior Division coefficients, including county and year dummies. |  |  |  |  |  |

## DISCUSSION

The remaining sections add context and assist with interpretation. First, compare the CSSF gender gaps to classroom enrollment outcomes. Then discuss the relevance of CSSF gender gaps today and how to interpret the results in the context of changing samples. Finally, address the sample selection concerns that may be introduced due to the qualification process.

## How Do Science Fair Gender Gaps Compare to Other Measures?

The previous analysis shows persuasive evidence that gender gaps exist across and within STEM. One of the benefits of studying science fair projects is the ability to explore specific subjects. By doing so, it is able to compare gender gaps to other gender gap measures. Among the current measures, course enrollment is the closest comparison group in that there are multiple options for students to choose from. Table 5 presents the percent of females in each subject using CSSF categories and classroom enrollment by age group.

Two features are clear immediately. First, the ability to draw comparisons is limited to five subjects and seven subject-age groups. The CSSF lacks specific math fields, like geometry, calculus, or algebra. However, the CSSF data presents information for 19 other subjects, which are not available in the class data. Second, the class enrollment statistics, even in advanced courses, show approximately equal representation of females and males, supporting the argument that students have limited flexibility in choosing classes in the presence of state graduation requirements or the argument that students enroll in technical courses to appeal to college admission boards.

| Table 5 <br> CATEGORY AND CLASSROOM ENROLLMENT GENDER GAPS, PERCENT FEMALE |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: |
| General Subjects* | CA Middle School | CA High School | CSSF Middle School | $\begin{aligned} & \text { CSSF High } \\ & \text { School } \end{aligned}$ |
| Science (AP Science) | 50 | (51) | 56 | 54 |
| Technology |  |  | 22 | 22 |
| Engineering |  |  | 39 | 36 |
| Math (AP Math) | 50 | (52) | 33 | 30 |
| Specific Subjects |  |  |  |  |
| Aerodynamics/Hydrodynamics |  |  | 28 | 27 |
| Algebra I | 50 |  |  |  |
| Algebra II |  | 52 |  |  |
| Alternative Energy \& Power |  |  | 41 |  |
| Applied Mechanics \& Structures/Manufacturing |  |  | 34 | 32 |
| Behavioral \& Social Sciences |  |  | 64 | 69 |
| Biochemistry/Molecular Biology |  |  | 57 | 50 |
| Biology |  | 49 | 59 | 56 |
| Botany |  |  | 61 |  |
| Calculus |  | 49 |  |  |
| Chemistry |  | 52 | 50 | 50 |
| Cognitive Science |  |  | 67 |  |
| Earth \& Planetary Sciences/Physical Environments |  |  | 50 | 49 |
| Electronics \& Electromagnetics |  |  | 22 | 23 |
| Engineering |  |  | 32 | 27 |
| Environmental Engineering |  |  | 52 | 51 |
| Environmental Science |  |  | 56 | 60 |
| Geometry |  | 50 |  |  |
| Mammalian Biology |  |  | 61 | 58 |
| Materials Science |  |  | 51 |  |
| Microbiology |  |  | 63 | 61 |
| Pharmacology/Toxicology |  |  | 62 | 60 |
| Physical \& Biological Product |  |  | 56 |  |
| Physics |  | 48 | 46 | 38 |
| Physiology |  |  | 60 | 58 |
| Plant Biology |  |  | 57 | 59 |
| Zoology |  |  | 60 | 60 |
| Data about California students are from the 2009 Civil Rights Data Collection. CSSF category gender composition values are displayed if the number of students exceeds 100 , ${ }^{*}$ CSSF values for Biology are weighted averages of all biology categories. |  |  |  |  |

Among the comparable groups, there are some similarities, as well as, notable differences. Chemistry and science subjects are similar in that they are generally gender balanced in both datasets. However, the general math field shows large gender differences in the CSSF with percent female in the low 30s. Differences also emerge in physics and biology, with about a 10 percentage point difference between the two sources of data. The California enrollment data
shows near balanced composition, while the CSSF data shows an overrepresentation of females in biology, and an under representation in physics.

To assess which measure is more informative for policy, would ideally obtain information about CSSF participants' course enrollment. Further, would follow these students to determine their future college degrees. In the absence of that information, refer to bachelor degree statistics from the National Science Foundation, Division of Science Resources Statistics (2009), which states that 20 percent of physics and 58 percent of biology degrees are awarded to women. The CSSF data shows more gradual increases in gender disparities, starting in middle school, that are better aligned with college degree statistics.

## Have Science Fair Gender Gaps Changed Over Time?

The 25 year time period studied in this paper may mask underlying trends shown in Tables $6 \& 7$. For example, any gender gaps observed with the pooled data may be driven by results in the earlier time period producing misleading conclusions. Further, even if gender gaps are found constant over time, with limited information about individuals, it cannot directly assess the impact of changing participant cohorts.

| Table 6 <br> GENDER GAPS BY FIVE-YEAR PERIOD |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Years: | 1990-94 | 1995-99 | 2000-04 | 2005-09 | 2010-14 |
| Dep Var: STEM vs. Non-STEM |  |  |  |  |  |
| Gender | -0.059*** | -0.059*** | -0.060*** | $-0.049 * * *$ | -0.036*** |
|  | (0.011) | (0.011) | (0.010) | (0.008) | (0.008) |
| N | 2892 | 3307 | 3365 | 3873 | 3828 |
| Dep Var: Science vs. Non-STEM |  |  |  |  |  |
| Gender | -0.047** | -0.049** | -0.049*** | -0.043*** | -0.030** |
|  | (0.014) | (0.015) | (0.014) | (0.011) | (0.010) |
| N | 2153 | 2294 | 2403 | 2832 | 2781 |
| Dep Var: Technology vs. Non-STEM |  |  |  |  |  |
| Gender | -0.422*** | -0.296*** | -0.332*** | -0.480*** | -0.397*** |
|  | (0.043) | (0.040) | (0.041) | (0.040) | (0.046) |
| N | 368 | 471 | 482 | 500 | 429 |
| Dep Var: Engineering vs. Non-STEM |  |  |  |  |  |
| Gender | -0.261*** | -0.212*** | -0.274*** | -0.281*** | -0.218*** |
|  | (0.033) | (0.029) | (0.030) | (0.030) | (0.029) |
| N | 773 | 1019 | 963 | 879 | 875 |
| Dep Var: Math vs. Non-STEM |  |  |  |  |  |
| Gender | -0.358*** | -0.283*** | -0.285*** | -0.346*** | -0.342*** |
|  | (0.045) | (0.040) | (0.042) | (0.043) | (0.047) |
| N | 405 | 540 | 525 | 469 | 427 |
| Note: **p<0.01; ***p<0.001. |  |  |  |  |  |
| All regressions also include county and year dummies. |  |  |  |  |  |


| Table 7 <br> GENDER GAPS BY FIVE-YEAR PERIOD, WITHIN STEM |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Years: | 1990-94 | 1995-99 | 2000-04 | 2005-09 | 2010-14 |
| Dep Var: Technology vs. Science |  |  |  |  |  |
| Gender | -0.079*** | -0.070*** | -0.068*** | -0.111*** | -0.087*** |
|  | (0.010) | (0.011) | (0.011) | (0.010) | (0.010) |
| N | 1983 | 2087 | 2213 | 2794 | 2754 |
| Dep Var: Engineering vs. Science |  |  |  |  |  |
| Gender | -0.127*** | -0.112*** | -0.146*** | -0.135*** | -0.122*** |
|  | (0.017) | (0.017) | (0.016) | (0.014) | (0.014) |
| N | 2388 | 2635 | 2694 | 3173 | 3200 |
| Dep Var: Math vs. Science |  |  |  |  |  |
| Gender | -0.066*** | -0.071*** | -0.066*** | -0.057*** | -0.072*** |
|  | (0.011) | (0.012) | (0.012) | (0.010) | (0.010) |
| N | 2020 | 2156 | 2256 | 2763 | 2752 |
| Note: ***p<0.001. |  |  |  |  |  |


| Table 8GENDER GAPS LINEAR TIME TREND RESULTS |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Dep. <br> Var. | STEM $v s$. NonSTEM | Science $v s$. NonSTEM | Technology vs. NonSTEM | Engineering vs. Non-STEM | Math vs. NonSTEM |
| $\begin{gathered} \text { Gender * } \\ \text { Year } \end{gathered}$ | 0.00* | 0 | 0 | 0 | 0 |
|  | (0.00) | (0.00) | (0.00) | (0.00) | (0.00) |
| Gender | -3.05** | -2.67 | 4.39 | -1.59 | 1.67 |
|  | (1.18) | (1.61) | (5.27) | (3.83) | (5.47) |
| Year | 0.00*** | 0.00 *** | 0.01 *** | 0.00 ** | 0.01** |
|  | (0.00) | (0.00) | (0.00) | (0.00) | (0.00) |
| Constant | -2.20** | -4.20*** | -23.19*** | -6.64* | -12.15** |
|  | (0.84) | (1.22) | (3.73) | (2.62) | (3.98) |
| N | 17265 | 12463 | 2250 | 4509 | 2366 |
| Dep. <br> Var. | Technology vs. Sci. | Engineering vs. Sci | Math vs. Sci. |  |  |
| Gender * Year | 0 | 0 | 0 |  |  |
|  | (0.00) | (0.00) | (0.00) |  |  |
| Gender | 2.02 | 0.53 | -0.09 |  |  |
|  | (1.29) | (1.94) | (1.37) |  |  |
| Year | 0.00*** | -0.00* | 0 |  |  |
|  | (0.00) | (0.00) | (0.00) |  |  |
| Constant | -3.57*** | 3.21* | 1.32 |  |  |
|  | (0.95) | (1.40) | (1.01) |  |  |
| N | 11831 | 14090 | 11947 |  |  |
| Note: ${ }^{*} \mathrm{p}<0.05, * * \mathrm{p}<0.01, * * * \mathrm{p}<0.001$. |  |  |  |  |  |

To explore the gender gaps over time by estimating $\beta$ by five five-year intervals. Test the null hypothesis that $\beta_{t}$ is equal to $\beta_{t-1}$. Additionally, interact Gender $r_{i}$ with Year and test for a non-zero time-trend. Tables $6 \& 7$ show $\beta$ by five-year intervals and Table 8 presents the timetrend analysis. Both methods produce similar results in that there do not appear to be any general trends in the data. With one exception, none of the gender gaps are statistically different than the
gender gap in the previous five-year period (not displayed). The exception is for the outcome variable engineering, relative to non-STEM, from 1990-1994 to 1995-1999. Further, the timetrend interaction coefficient is insignificant for all outcome variables, except STEM vs. NonSTEM. However, the magnitude is small at 0.001 percentage points. There are a few ways to interpret these results because the composition of students changes over time. However, although the sample of students changes, the standards that they must meet do not. CSSF's strict quality standards ensure that students represent the best science fair projects in the state and are thus comparable across years.

Another argument could be that females who participate in the fair gain exposure to other types of projects and this exposure influence their interests, inspiring them to pursue topics that are traditionally male-dominated. Thus, the lack of change in these data does not indicate a lack of change in interests among participants. Although the vast majority of students only appear in the data once, 1,982 participate multiple years, allowing me to explore the validity of this concern. Out of the 1,982 students, 75 percent participate twice and 80 percent of those students compete with a one year gap. Among repeat students, approximately 50 percent are female and display similar gender gaps to the overall sample of CSSF students (both in their first and last years of participation). In terms of changing project fields, 70 percent of repeat participants remain in the field they compete in initially. Also, females are significantly less likely to switch ( 0.06 percentage points-not displayed). Among the 280 females who do switch fields, only 15 percent leave non-STEM for STEM, however, 86 percent of those moves are to science. Along similar lines, 88 percent of females who start in technology and end in a different field end in science.

These results should be taken with caution. The students who repeat are not necessarily representative of overall participants. The similarities in gender differentials mitigate this concern; however, one could argue that repeat students are most committed to their fields of interests. With that said, among the students who do switch, the direction of movement is toward the least male-dominated STEM field. The direction of movement does not support the claim that the lack of change over time is uninformative.

## Is State-Level Science Fair Gender Gaps Biased by Selection?

Finally, to mitigate the concern that the qualification process creates CSSF gender gaps, I explore gender differentials among county participants and winners. I then discuss if students dropping out between county and state bias CSSF gaps.

To construct and reference a dataset of individual-specific outcomes for county-level science fairs information from a variety of publicly available sources, including news press releases, fair programs and award certificate booklets are gathered. Counties include Alameda, Los Angeles, San Diego, San Francisco, Santa Barbara, and Santa Clara. Counties that are located throughout California, host large fairs are chosen, and send the most students to the CSSF.

The above methodology is employed using SSA data to identify gender with one change in determining student age. Los Angeles, San Francisco, Santa Barbara, and Santa Clara do not report grade. Names based on average age are matched by division. Table 9 lists the counties, years, and available level of information. There are 3,843 individuals, with the majority representing county fair winners. The lack of participant data is not of great concern because the majority of students at county fairs receives an award and thus, shows up in my data. For
example, the two counties that make participant information available, Alameda and Santa Barbara, award 71 and 60 percent of their participants receive an award. Thus, it is not unreasonable to assume that award winners are representative of overall participants, by gender.

| Table 9 |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: |
| COUNTY SCIENCE FAIR SAMPLE COMPOSITION AND SIZE |  |  |  |  |
| County | Year(s) | Type of Data |  | N |
|  |  | Winners | Participants |  |
| Alameda | 2014 (winners only), |  |  |  |
|  | 2015 | x | x | 1,020 |
| Los Angeles | 2014 | x |  | 232 |
| San Diego | 2014 | x |  | 557 |
| San Francisco | $2004-2005,2007-2014$ | x |  | 1,647 |
| Santa Barbara | 2015 | x | x | 113 |
| Santa Clara | 2013 | x |  | 274 |

County fairs, likely due to small samples, generally combine the computer, technology, and math fields. Label these fields as "math-and-tech" and create the same variable using the CSSF sample to draw comparisons. Table 10 shows the percentage of females in each STEM field by division at the county and state levels.

| Table 10 |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: |
| STATE AND COUNTY GENDER GAPS BY DIVISION, PERCENT FEMALE |  |  |  |  |
|  | CSSF | County | CSSF | County |
|  | Junior Division |  | Senior Division |  |
| Science | $56 \%$ | $52 \%$ | $54 \%$ | $58 \%$ |
| Engineering | $37 \%$ | $31 \%$ | $35 \%$ | $35 \%$ |
| Math-and-Tech | $28 \%$ | $34 \%$ | $29 \%$ | $42 \%$ |
| Social Science | $64 \%$ | $63 \%$ | $68 \%$ | $69 \%$ |

Similar patterns in female participation at both science fair levels are found. The largest difference is among Senior Division participants in the math-and-tech field. At the CSSF, 27 percent of participants are female, while at the county level 42 percent are female. Although still consistent with claim that females are underrepresented in these fields, this discrepancy may indicate that selection drives some of the CSSF results. However, the gender gaps for the other STEM fields do not show similar patterns. Further, replicating the regression estimates using the county data shows that the estimates are generally larger in magnitude than those in the CSSF (not displayed).

In terms of who drops out from county to state, it cannot rule this out as a source of bias. However, if relevant, this bias is minimal and does not challenge the overall findings of the paper. For example, in 2010, only 9 Junior Division and 13 Senior Division students did not show up to the CSSF. Nine of those students are female and 11 are male (gender for the remaining two is unknown). Similar patterns exist in other years, but future work is necessary to substantiate this claim. The results described in this section suggest that selection through the qualification process does not bias CSSF gender gaps.

## CONCLUSION

The present study proposes using science fair projects as an alternative measure of the STEM gender gap. Using a student's choice of project, which places him or her in a STEM field, to evaluate the age of gender gap emergence and change across age. The data show balanced gender composition among all CSSF participants, however, large gender differentials are present among middle school students that become more distinct in high school when looking at technology, engineering, and mathematics. Further explore gender gaps among specific fields and compare the findings to classroom enrollment results. Gender gaps do not appear in the classroom data, but are prominent in the CSSF category data. Finally, show that gender gaps are constant over time and the CSSF qualification process does not bias the central findings. In terms of implications, this paper's findings suggest that to prevent females from dropping out of the STEM pipeline, efforts to reduce the gap must occur in middle school and beyond. More importantly, gender gaps in middle school are large in magnitude, especially compared to conventional measures, suggesting that targeting students in elementary school is critical to the reduction of the gender gap.

## APPENDIX 1

| CSSF CATEGORIES AND DESCRIPTIONS |  |
| :---: | :---: |
| Category | Description |
| $\begin{array}{c}\text { Aerodynamics/ } \\ \text { Hydrodynamics }\end{array}$ | $\begin{array}{c}\text { Studies of aerodynamics and propulsion of air, land, water, and space vehicles; } \\ \text { aero/ hydrodynamics of structures and natural objects. Studies of the basic } \\ \text { physics of fluid flow. }\end{array}$ |
| $\begin{array}{c}\text { Alternative Energy \& } \\ \text { Power }\end{array}$ | Studies of power generation using alternative energy technologies such as |
| solar cells. |  |\(\left.] \begin{array}{c}Applied Mechanics \& <br>

Structures/Manufacturing\end{array} $$
\begin{array}{c}\text { Studies concerning the design, manufacture, and operation of mechanisms, } \\
\text { including characteristics of materials, dynamic response, and active/ passive } \\
\text { control. Testing for strength and stiffness of materials used to provide } \\
\text { structural capability; studies and testing of structural configurations designed } \\
\text { to provide improved weight and force loading or stiffness capabilities. }\end{array}
$$\right]\)
$\left.\begin{array}{|c|c|}\hline \begin{array}{c}\text { Earth \& Planetary } \\ \text { Sciences/Physical } \\ \text { Environments }\end{array} & \begin{array}{c}\text { Studies in surficial geology, geophysics, seismology, engineering geology, } \\ \text { earthquake engineering, atmospheric physics, physical oceanography, marine } \\ \text { geology, coastal processes, and comparative planetology. Studies of } \\ \text { environmental factors not related to living things, and of the effects of human } \\ \text { activity on naturally occurring physical phenomena. }\end{array} \\ \hline \begin{array}{c}\text { Electronics \& } \\ \text { Electromagnetics }\end{array} & \begin{array}{c}\text { Experimental or theoretical studies with electrical circuits, computer design, } \\ \text { electro-optics, electromagnetic applications, and antennas. }\end{array} \\ \hline \begin{array}{c}\text { Environmental } \\ \text { Engineering }\end{array} & \begin{array}{c}\text { Projects which apply technologies such as recycling, reclamation, restoration, } \\ \text { composting, and bioremediation which could benefit the environment and/or } \\ \text { the effects of pollution on the environment. }\end{array} \\ \hline \text { Environmental Science } & \begin{array}{c}\text { Projects surveying, measuring, or studying the impact of natural and man- } \\ \text { made changes on the environment. Examples include: floods, fires, bio } \\ \text { hazardous spills, acid rain, earthquakes, air pollution, and water pollution. }\end{array} \\ \hline \text { Mammalian Biology } & \begin{array}{c}\text { Studies of growth and developmental biology, anatomy, and physiology in all } \\ \text { mammals, including humans. Studies of the behavior of all mammals in their } \\ \text { natural habitats (or reproductions of them). }\end{array} \\ \hline \text { Materials Science } & \begin{array}{c}\text { Studies of materials characteristics and their static (not in motion) physical } \\ \text { properties. Includes measurements and comparisons of materials durability, } \\ \text { flammability, and insulation properties (thermal, electrical, acoustic, optical, } \\ \text { electromagnetic, etc.). }\end{array} \\ \hline \text { Product Science } & \begin{array}{c}\text { Comple } \\ \text { (Bhysical) } \\ \text { effectiveness for intended use in real-world consumer-oriented applications. } \\ \text { This category is reserved for experimental methods involving non-biological, } \\ \text { physical sciences and processes. }\end{array} \\ \hline \text { Mathematics \& Software } & \begin{array}{c}\text { Studies of growth and developmental biology, anatomy, and physiology in } \\ \text { animals other than mammals. Studies of the behavior of all animals (excluding } \\ \text { mammals) in their natural habitats (or reproductions of them). }\end{array} \\ \hline \text { algorithm analysis and optimization, artificial intelligence, computability, } \\ \text { computer graphics, modeling and simulation, programming environments and } \\ \text { languages. }\end{array}\right\}$
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