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Abstract

Computer aided method is becoming the popular todh the diagnosis of various disease. These
tools provide an error free and simplistic diagnost procedure. This paper discusses the
computer aided tool developed for the diagnosis dfone disorders caused by Osteoarthritis. The
methodology involves the feature extraction from te Region of Interest (ROI) and classification
of those features. Haralick feature extraction techique and Support Vector Machine classifier
(SVM) with the kernel functions are used for the deelopment of the algorithm. The algorithm is
tested with the various combinations of Haralick fatures and kernel functions.130 digital X-ray
images of knee joints are used for testing the deeped algorithm. This methodology produced a
successful classification rate of 99 percentage the diagnosis of skeletal disorders caused by
Osteoatrthritis.

Keywords: Osteoarthritis, Skeletal disorders, Haralick feadéu Kernel functions, Support Vector Machine
classification.
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Introduction
Bonoatis et al. [2] proposed a method for the assesnt
The degenerative disorder in bone accompanied oy paof OA from radiographic images. The wavelet
swelling and joint immobility is termed as ArthsitiThere coefficients were estimated from the image under
are more than 100 varieties of Arthritis and Ostibodis  analysis. The mean, median and standard deviatee w
(OA) is the most common among them which ruin thecalculated for the wavelet coefficients. The cadted
human society. The disease cannot be cured, bubean statistical features were classified using Bayesdifier.
controlled at the early stage with proper diagn@sig The accuracy achieved by the algorithm was 91%.
medications. But the drawback is, only a limited
methodology is available for the diagnosis of tieedse. James Connolly et al. [3] developed a tool to meathe
Those diagnostic procedures are either invasiveéher joint stiffness in the hands. The tool consistaofarray
analysis are being done manually. Hence the work isf sensors which are placed over the Metacarpophala
focused towards the development of non invasivegeal (MCP) and Proximal interphalangeal (PIP) pind
computer aided diagnosis for the assessment oétskel the control software. This system helped the thistapo
disorders caused by OA at the early stage. measure the stiffness in bone joints. But earlpcan of
stiffness in the bone joints and the initial cadifion of the
Evanthia et al. [1] proposed an automated method tol remains the challenging factor.
segment and quantify arthritis from MR images. Vasi
technigues like image preprocessing, identificatmin Lee et al. [4] proposed an automated method for the
number of clusters, segmentation and post proagssimetection of suspicious pain regions from digit& |
were involved in this method. Contrast enhancedmages. Survival of fithess kind of evolution stgy was
weighted MRI was used for imaging. 25 subjects werapplied on the ROI portions of IR images. Diseasd a5
used for evaluation. The specificity and sensiivit foot of glycosima, degenerative arthritis and vasi vein
produced by this algorithm were 97 % and 83 %were able to diagnose with this method.
respectively.
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Nikola Borojevic et al. [5] proposed a method tagiiose sensitivity rate. But the algorithm failed to defirthe
RA and OA from thermographic images. The imageextent of abnormality in the JSW.
obtained from three cases such as normal, contrdl a
those affected by arthritis were used for analysisHuo et al. [11] proposed an automatic joint detecti
Statistical parameters like mean, minimum, maximummethod to diagnose RA from hand radiographs. The
standard deviation and variance were applied on thearious techniques such as masking, midline deiecti
extracted feature from those images. The final ligsu feature extraction and joint location were appledhand
showed a significant difference in temperature betw radiographic images of size 2500 X 2500 pixels. The
those cases. proposed method could able to detect PIP and M®@Bsjo

in fingers. The method was able to detect the ohang
Mahendran and Baboo [6] developed an automategint space of 0.1mm also.
method to segment X-ray images. The method used
wavelet transform, dilation, erosion and closingmpion In this paper the computer aided diagnosis of Q#nfr
on the texture features extracted over the regibn daligital X-ray images is discussed. The paper isopd
interest (ROI) on X-ray images. This method pregién as follows. Section 2 describes the type of datalus
enhanced method for segmentation and the overdlhis work. The methodology of the proposed work is
processing time is reduced by one second than thgven in section 3. The results are discussed ¢ticse 4
existing techniques. and the conclusion part is given in section 5.

Selvarasu et al. [7] conducted a study using thgraghs Data
on the normal and the abnormal bone joints. Thdiestu The digital X-ray images of the knee joints whicte a
were done by using the Euclidean distance between tmade on the subjects reported to have the symptdms
pixels on the image. These studies used the tetopera OA is used for the development of the algorithmotder
variation between the normal and the abnormal goint to differentiate these abnormal subjects from tbemal
Several experiments were conducted to differentiade subjects the digital X-ray images of 10 normal saty
abnormality in the bone joints due to arthritisnfraghe  without any symptoms of OA is also taken. The dctua
fractured structures. The results concluded tha thsize of the image is around 1000 X 1000 pixels. OA
temperature in the bone joints varies with theresults in the reduction of Articular Space (ASjvieen
abnormality. But the extent of abnormality cann& b the bones. Hence the ROI is cropped manually tpeacs
identified with this method. 200 X 200 over the AS from the actual image. Thealc
image and the ROI image are shown in Figure 1.aland
Snehalatha et al [8] developed an algorithm touatal respectively. This image preprocessing is donellotha
RA from infra red (IR) images. Heat distributiondex images used for the training and testing.
was the parameter taken for analysis. 10 normgkstsh
and 10 abnormal subjects were used to evaluate th
algorithm.  The observations showed that the hea
distribution over the skin is higher for the abnafm
subjects than the normal subjects. Moreover thagdin
the pattern of the bone joints can also be quadtifith
this method. However this method of diagnosis can b
applied for the later stages of the disease.

Syaiful anam et al. [9] proposed a modified levet s
method for automatic bone boundary detection framdh
radiographic images using diffusion filter. The posed
method was evaluated using five radiographic images
Improved performance over the existing method was
observed with the obtained results. This method lman : - ; ;
extended for the analysis of RA from radiographs. Figure 1. Digital )é)rlgéllr?;%?ed QActual image

Tatil.L.Megko [10] developed an automated method fe
the assessment of osteoarthritis in knee jointsnfro ) ,
radiographs. The classification of the algorithmswsased  Kellgren Lawrence (KL) grading system is the
on KL grades. The mean joint space width calculate§eneralized grading system used for grading the AS
from the extracted features was used for clastifica Narrowing or the joint space width in bone joirftae KL

This algorithm has produced satisfactory spegffieind ~ 9rading for OA is shown in Table 1.
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Table.1. Kellgren Lawrence Grading for Osteoarthritis

Grade Type of Disordet
0 No Features of Osteophytes

Unlikely narrowing of the joint space, possible €xgihytes
Small Osteophytes, possible narrowing of the joint

Multiple, moderately sized Osteophytes, definii@fjspace narrowing, some sclerotic areas,
possible deformation of bone ends

4 Multiple large Osteophytes, severe joint spaceaveéirrg, marked sclerosis and definite bony
end deformity

w N

For the proposed work the joint space which falislar grade 0, 1 and 2 are considered and all ther agses are
omitted as their joint space narrowing is cleantgdictable without any supporting tools. The AS ethfalls under
grade 0 is considered as normal AS and grade 1anel @nsidered as abnormal AS for this study.

Proposed method
The proposed method involves two major steps in dlegnosis of OA. They are feature extraction stage
classification stage.

Feature Extraction
In this work the feature extraction technique prsgzbby Haralick et al. [12] is used. There ardedbin features than can
be estimated for a given image. These thirteemufeatisted in Table 2 are called as Haralick fesstu

Table 2. List of Haralick Features

Energy Difference variance
Entropy Difference entropy
Contrast Information measures of correlation 1
Correlation Information measures of correlation 2
Sum of variance Sum variance
Inverse difference Sum entropy
moment Sum average

The first step in the estimation of Haralick featuis the formulation of Grey Level Co -occurreMzgrix (GLCM) for
the image. The mathematical definition for GLCMyigen in Eq.1.

oL if I(pg)=iandl (p+Axq+Ay) = |
GLCMyy, (1) :zz .

oo o1 0, otherwise )
Where

i ,j-Image gray values,

p .q - The spatial position of gray values

Ax,Ay -The displacement of pixels on the direction used.
The example given in Figure 2 illustrates the dalton of GLCM from a 4x4 pixel area.

00100 00 112 0 0]
213[13 00020 00 0 212 0
2131213/ 100141 —— |0 0 V12 412 112
1131213 01200 0 112 212 0 O
0]2]2]4 00000 00 0 0 O]

Figure 2. Calculation of GLCM (a) 4x4 pixel area in an imagg GLCM (c) normalized GLCM
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The image has five different gray levels over thesen features. The displacement and direction showrigarg
4x4 pixel area and the integers in each elemerxiesl 2 are over one pixel and @spectively. By changing the
the gray values of the corresponding pixel. The j)  displacement and directions, different GLCM can be
element of the GLCM is the number of times the graybtained. Similarly The GLCM can be formulated for
level pair i and j occur together with the chosen other angles with any pixel displacement. The (obssi
displacement and direction (angle). Finally, theQBLis  directions that can be used to calculate GLCM mash
normalized by the total number of pixel pairs. Thisin Figure 3.

normalized GLCM is used for calculating Haralick

90 degre:
135degre: - : 45degre:
.\6_\ -AI' ‘,8"’
- g - .5_ - _,_\,I’\___i ......... Odegre
./',4," é .\2\\'

Figure 3. Possible directions of formulation of GLCM

In Figure 3, the resolution cells 5 and 1 are@arest The block diagram of the feature extraction stage i
neighbors, 2 and 6 are I3®arest neighbors, 3 and 7 areshown in Figure 4. In this stage the texture festuare
90 nearest neighbors and 4 and 8 are #&arest extracted from the ROI of the image and classes are
neighbors. Hence to calculate GLCM for a particularassigned to the extracted features. The featurteacted
direction, say 45the occurrence of gray level paiandj ~ from the normal AS images are assigned normal ASscl
are calculated along 4Bearest neighbors with selectedand those from the abnormal AS images are assigsed
offset or displacement. In this work the GLCM isabnormal AS class. The assigned features are siored
formulated for all the above mentioned angles it  data base. All the images used to build this datelare
one pixel between the neighboring pixels. Thepre analyzed manually by the radiologist and tlaesses
classification study carried out using the Harafiektures are assigned based on the report given by thelogiso
over the individual angles and also with the aggredy on those images. This pre-stored data is needhier t

value of features obtained with these individualas. classifier to assign class to the image under aigly
N (o YN
Normal AS Feature Normal SN
Training extraction > Class N
Images Database
-/ —  J Database
T I
Abnormal Feature Abnormal
AS Training extraction |_, Class
Images Database ~_
— AN J

Figure 4. Block diagram of feature extraction stage

Classification Stage

Classification stage involves the classificationtiodé extracted features form the ROI of the kneet jisom X-ray
images into normal AS and abnormal AS joints. Thssification of the extracted features is doneShpport Vector
Machine (SVM) classifier. The SVM classifier usebygper plane for the classification of data. Thack diagram of
the classification stage is shown in Figure 5.
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N
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under diagnosis
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Figure5. Block diagram of classification stage of the progubsvork

The Haralick features extracted from the ROI are on(RBF) are used in this work for mapping the exwect
dimensional data. Hence the effective -classificatio feature to the higher dimensions.

cannot be done by the classifier with this one disienal
feature. So in order to have effective classifaatithese
one dimensional data is mapped into higher dimessio
using the kernel functions. These kernel functiomsvert
linearly non separable data into linearly separdbta.

In the classification stage, the extracted featunes
mapped to the features stored in the data base as
discussed in section 3.1. With this, the classHiequires
knowledge about the extracted features which aid¢hie
classification. Based on this knowledge and onfithee
Classification of data using kernel functions afjh@r of merit between the feature extracted from thegena
dimension is equivalent to the classification otadat under analysis and stored features, the classifisigns
their actual lower dimensions. Three kernel fuoredi the class of AS to the image under analysis. Taiaibhg
such as linear, polynomial and Radial Basis Functioand test algorithms are as follows

ALGORITHM 1: TRAINING STEPS
Step 1. Extract the ROL.
Step 2: Extract Haralick statistical features friova ROI.

Step 3: Build database with Haralick features angets for normal images.
Step 4: Build database with Haralick features angets for abnormal images.
Step 5: Train the SVM classifier using the databas

Step 6: Keep the trained classifier

Algorithm 1. Testing steps

Step 1: Extract the ROI from knee X-ray imagebdanalyzed.

Step 2: Extract Haralick statistical featuresirtine ROI.

Step 3: Test the trained classifier using theaekéd features in step 2
Step 4. Compute outputs.

Step 5: Verify the accuracy.

Results and Discussion randomly generates indices which define a partiogbi
observations intoK disjoint subsets. IrK fold cross-

In this studyK fold cross-validation experiments are usedvalidation,K-1 folds are used for training and the last fold

to assess the performance of the proposed methtodd is used for evaluation. This process is repeatem‘nes,

cross-validation is widely used to analyze theleaving one different fold for evaluation each time

classification performance of a classification eyst It
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In this work K is assigned as the value 5.The detab manually by the radiologist and the manual reporuded
used to evaluate the system contains images obB@al  to verify the classified results by the classifiBased on
and 100 abnormal subjects. Among the samples, Z5% the results produced by the algorithm, the imadehe
samples in each category are used to test theamycaf knee joints used for testing are categorized intaeT
the system and the remaining are used to build thBositive (TP), True Negative (TN), False PositiveP)

classifier. All the testing images are pre- analyze and False Negative (FN).
Where

True positive (TP) : Abnormal AS correctly diagnosed as abnormal
False positive (FP) : Normal AS incorrectly diagnosed as abnormal
True negative (TN) : Normal AS correctly diagnosed as normal

False negative (FN) : Abnormal AS incorrectly diagnosed as normal

The parameters such as accuracy, precision, sétysiti classification rate of the developed algorithm dhndse
and specificity are the parameters used to evaltiee are calculated using the equations given in E§. 2 -

No.of TP+ No.of TN (2)
Accuracy = — - . . . ;
° No.of TP+ Noof TN+ No.of FP + No. of FN
Precisi No.of TP 3)
reCIsIon = No.of TP+ No.of FP
e No.of TN 4)
Specificity = o F TN+ No. of FF
No.of TP 5
Sensitivity = ®)

No.of TP + No.of FN

The obtained results with the Haralick featuresasted with one pixel displacement and with thesfids angle are
shown in Tables 3-6.

Table 3. Classification rate for (Haralick features and SVM classifier

Accuracy Precision Sensitivity Specificity
Kernel Function Kernel Function Kernel Function KelrFunction

K- ® ® ® ®
€ € € €
Fold 8 2 5 2 5 2 5 2

a3} > LL 4} ) LL 4} ) O > LL

c o ] £ o [va) £ o LL c o [va)

3 o o 3 o x 3 o E‘g 3 o Y

(Performance Metrics X 100 %)
0.882 0.789 0.733 1.000 001J00.611| 0.889] 0.778

! 0.667 | 0.939] 0.879 0.61

~T=

I 0.818 | 0.939] 0.939 0.86] 0.895 0.895 0.765 1.000 001/00.875| 0.875 0.875

- 0636 | 0.636] 0970 0.632 1.000 0944 0.706 0.294 001)00.563| 1.000] 0.93§

v 0.667 | 0.727] 0909 0.636 0.778 1.000 0.500 0.500 860{70.789| 0.895 1.00(
\%

0.727| 0.667] 0909 0.600 1.000 0.800 0.750 0.083 001j00.714| 1.000] 0.857

\fglll?].e 0.703 | 0.782| 0.921 0.669 0.911 0.886 0.691 0.575 570/90.710| 0.932] 0.889
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Table 4. Classification rate for 45iaralick features and SVM classifier

Accuracy Precision Sensitivity Specificity
Kernel Function Kernel Function Kernel Function KelrFunction
K- ® ® ® ®
o s n o s mn o s o s mn
£ e 0 £ ] 0 £ e LL £ o 0
3 a x 3 a x | a @ 3 a x
(Performance Metrics X 100 %)
' 0.576 | 0.879 0.879| 0529 0.789 0.789 0.600 1.000 001/00.556| 0.778 0.77§
I 0.697 | 0.576 0.939| 0.769 1.000 0.895 0.588 0.176 001/00.813| 1.000 0.87"1
I 0.667 | 0.636 0.970f 0.650 1.000 1.000 0.765 0.294 410/90.563| 1.000 1.00(
v 0.576 | 0.606 0.909| 0500 1.000 1.000 0.500 0.071 860{70.632| 1.000 1.00(
v 0.606 | 0.667 0.909| 0.471 1.000 0.800 0.667 0.083 001/00.571| 1.000 0.857
\'/A‘avlgé 0.624 | 0.673 0.921| 0584 0.958 0.897 0.624 0.8325 450{90.627| 0.956| 0.902
Table 5. Classification rate for 99Haralick features and SVM classifier
Accuracy Precision Sensitivity Specificity
Kernel Function Kernel Function Kernel Function KelrFunction
K- [ [ [ [
Fold e IS IS S
< 2 @ 2 @ 2 @ 2
3 S mn o) = LL @ = Q > LL
£ ] %3 £ e 0 £ e L £ o] 0
| a 14 | a x | a @ | a x
(Performance Metrics X 100 %)
| 0.667 0.576 0.879 0.600 1.000 0.789 0.800 0.067 001/00.556| 1.000{ 0.77¢
I 0.606 0.939 0.818 0.611 0.895 0.867 0.647 1.000 650/70.563| 0.875| 0.874
I 0.667 0.576 097 0650 1.000 1.000 0.765 0.176 410/90.563| 1.000| 1.00(
v 0.758 0.636 0.788 0.714 0.667 0.818 0.714 0.286 430/60.789| 0.895 0.894
v 0.636 0.667 0.818 0500 1.000 0.667 0.750 0.083 001/00.571| 1.000; 0.714
\'/A\a\lllg.e 0.667 0.679 0.855 0.615 0.912 0.828 0.735 0.322 700.8 0.608 0.954 0.852
Table 6. Classification rate for 135Haralick features and SVM classifier
Accuracy Precision Sensitivity Specificity
Kernel Function Kernel Function Kernel Function KelrFunction
K-Fold £ £ £ £
— 8 — 8 — 8 — 8
o s mn o s mn o s o s mn
£ ] o0 £ o o0 £ o LL £ o 0
| a x | a x | a @ 3 a x
(Performance Metrics X 100 %)
I 0.697 | 0.788 0.939 0.632 0.750 0.882 0.800 0.800 001/00.611| 0.778 0.884
I 0.667 | 0.818 1.000 0.688 0.867 1.0p0 0.647 0.Y65 410/90.688| 0.875 1.00(
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1.000 1.000 0.941 0.941 410j90.625| 1.000] 1.00(
v 0.606 | 0.8483 1.000 0.53 0.765 1.000 0.500 0.929 860/7 0.684| 0.789] 1.00¢
\ 0.697 | 0.758 0.939 0.56 0.625 0.857 0.750 0.833 001/00.667| 0.714] 0.904
Avg.Values 0.691 0.836 0.976 0.629 0.801 0.948 0.728 0.854 320.9 0.655 0.831 0.959

I 0.788 | 0.970 1.000 0.72]

~

\v.=)

%>

From the Table 2-5 it is observed that the beti@ssification rate is observed with RBF kernel fioes. In order to improve the
classification rate, the study is done by aggregatif Haralick features extracted over the indigidangles. Each angle has 1-
Haralick features. When aggregation is done forth# four possible directions 4x13=52 Haralick dee$ are used for
classification. The obtained results are shownahld@ 7.

Table 7. Classification rate for aggregated Haralick featarand SVM classifier

Performance Metrics x 100 %

Angle Accuracy Precision Recall Specificity
0° and Cascaded Kernels 0.873 0.898 0.854 0.883
45° andCascaded Kernels 0.855 0.862 0.854 0.845
90° and Cascaded Kernels 0.836 0.867 0.786 0.866
135° and Cascaded Kernels 0.831 0.788 0.867 0.800
Aggregated Haralick features 0.99 0.99 0.99
with Cascaded Kernels 0.99
Accuracy Precision Sensitivity Specificity
Kernel Function Kernel Function Kernel Function KelrFunction
K- I I I [
Fold IS IS IS S
o S, W S S, W o S, S S, n
C ) m [ ) m c ) LL c ) m
3 o x 3 o x 3 o @ 3 o o

(Performance Metrics X 100 %)

I | 0545| 0.939] 0.848 0500 0.882 0.750 0.667 1.000 001/00.444| 0.889 0.722
I 1 0697| 0.727] 0909 0760 0.833 0.889 0.988 0.588 410/90.813| 0.875 0.875
1 0667| 0.636| 0.939 0.650 1.000 0.941 0.765 0.294 410/90.563| 1.0000 0.938
V' | 0667 | 0.606] 0.848 0588 1.000 0.846 0.714 0.071 860/70.632| 1.000 0.895%
V' | 0636| 0667 0.879 0500 1.000 0.750 0.667 0.083 001/00.619| 1.000 0.810
\/Agﬁé 0.642| 0715/ 0833 0601 0943 0835 0680 0407 34090.614 0953 0848

A further improvement in the classification ratelsserved when these aggregated Haralick featueedassified using
cascaded kernel functions. The obtained resulte thie combination of individual Haralick featuresdacascaded
kernel functions are shown in Table 8.

Table 8. Classification rate for aggregated Haralick featarand SVM classifier with fused Kernel functions
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With the fusion of kernel functions the featurariapped

on to much higher dimensions than the individuahke
functions. Hence efficient classification is obtainwith

this combination. This combination is used for theS-
efficient diagnosis in this algorithm.

Conclusion

In this paper the computer aided tool developed tg'
diagnose the bone disorders caused by Osteoarthati
been discussed. This tool classifies the AS of kihee
joint for the digital X-ray image under analysistan
normal and abnormal class. This method providesa s

automated tool to examine the digital X-ray images 10.

diagnosis of arthritis. The developed algorithm dan
extended to diagnose other skeletal disorders grdloie
efficient training with the samples. This tool elin
reducing the manual errors in the diagnosis anul a@ilds
in early diagnosis. In addition to the proposedhuodt the

clinical investigations can be used for the condition of  11.

the disease.
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