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Abstract

In this Paper, we propose an automatic speech digters recognition technique based on both
speech and visual components analysis. First, werfm@med the pre-processing steps required
for speech recognition then we chose the Mel-frequey cepstral coefficients (MFCC's) as fea-
tures representing the speech signal.On the otheahd, we studied the visual components based
on lipsmovements analysis. We propose a new techuog that integrates both the audio signal
and the video signal analysis techniques for increing the efficiency of the automated speech
disorders recognition systems. The main idea is tetect the motion features from a series of lip-
simages. A new technique for lips movement detectids proposed. Finally we use the multi-
layer neural network as a classifier for both spedtand visual features.We propose a new tech-
nique for speech disorders correction systems, espally for Arabic language. Practical experi-
ments showed that our system is useful when dealimgth Arabic language speech disorders.

1- Introduction man fuse audio-visual stimulus to recognize sp§ec8.
Not surprisingly, ASR has been shown to improveéitra
tional audio-only ASR performance over a wide range
conditions Human lip reading Speech generally idtimu
modal in nature [1]. The human speech perceptisteny
fuses both acoustic and visual cues to decode Isgmee
duced by a talker. So, lip reading started when dmum
started to know the language. In [7] the reseascfmmd
that lip information can lead to good improvemehho-
man's perception of speech, this improvement getsrb
in a noisy environment.

In our daily communications, humans identify speske
based on a variety of attributes of the person wie
clude acoustic cues, visual appearance cues aral-beh
ioural characteristics (such as characteristicugest and
lip movements). In speech disorders classificatibe
specialist depend on both the speech informatianhanv
to treat these artifacts through the visual infdiom
much of the speech information is retrieved from wis-
ual clues. In the past, machine implementationsep$on
identification have focused on single techniqudatirey
to audio cues alone (speaker recognition), viswedsc
alone (face identification, iris identification) other bi-
ometrics. Automatic speech recognition (ASR), nefer
to as automatic lip-reading, introduces new andlehg:
ing tasks compared to traditional audio-only ASFSRA
uses the images sequence segmented from the vide
the speaker's lips, which is the technique of diecpd
speech content from visual clues such as the maveofie
the lip, tongue and facial muscles. Automatic sheec-
ognition (ASR) has recently attracted significanterest
of many researchers [1, 2, 3].

The Paper is organized as follow: section two arpléhe
proposed general block diagram of the system. 3éés
tion covers the pre-processing of the speech seigpmbie
prepared to the feature extraction step.These gsese
includes removing silence, pre-emphasis filter ahthst
windowing and framing step. It alsoincludesthe audi
Ot@atures extraction procedure.The more accurasestbp
is, the more accuracy at the classification stegaveget.
So we used the Melfrequency cepstral coefficients
MFCCs as a feature matrix for the speech segmewt. S
tion 3 covers the visual component analysis. Ituides
face detection, lips segmentation, and the geonfeary
tures extracted from the lips. Finally, sectionrfeovers
Much of this interest is motivated by the fact ttre vis-  the classification process by using multi-layerdfder-
ual modality contains some complementary infornmatio ward neural network with two output nodes (truésejto
to the audio modality [4], as well as by the wagtthu-  indicate if the pronunciation is correct or incatrevhile
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section five discusses the results of classificatay both

normal and abnormal speech segments for the ckaract Speech
"Raa" ("#\.").Finally Section six contains a discussion -
about what have been achieved through this reseath Removing
future work. Silence
|

Pre-
2- Proposed System emphasis
The System Input depend on two main signals: thet fi ”!
one is the interface with the microphone to getseech -
segment into the computer as a replacement fosyiee Framing
cialist ears, the second input is the webcam iaterf T
which gets the video motion of the lips as the omitrsed Windowing
by the specialist to get the correct movement fithim
patient. The PCcontains all the required processes b R

which the speech specialist brain's performs toanak
decision whether the speech segment is correatoor-i
rect. Our experimental results showed that the ggepp  Figure 2. The block diagram for pre-processing phase.
system is a unique system which depends on theclspee

segment supported by the visual movements thatedausTo remove silence we depend on the signal enerdy an
this speech.So after the output is released if afnthe  spectral centroid features of the audio signal.

patterns was incorrect,either the audio or thealipat-

tern, the system will order the patient to repbatdpeech The signal energy is defined as follows: Let(x); n =
again.This is to make sure that the patient isquaning 1 N be the audio samples of tiefiame, of length N.

the letter with the right pronunciation methodologyd  Then, for each frame i the energy is calculatedatiog
with the right lips movement. The proposed systsm itg the equation:

shown in Fig.1. 1 <N )
E(i)=ﬁzn:1l>ﬁ(n)l @

id Bl Feat . . . o
videe L’ Processing [~ pracrion [ Clasifcatior This simple feature can be used for detecting tsiteni-
ods in audio signals, and for discriminating betwaadio
Yes
e >»/

classes.
J The spectral centroid is defined as follows: Thecsal
Speech/Lb pm:er:sing —> Eite;tcutli'gn — Classificatior

centroid, G of the i" frame is defined as the centre of
Figure 1. The block diagram of the proposed system.

Framed Windowed Speech

\/Repeat Input |«

“gravity” of its spectrum, according to the follavg
equation:

> e (DX (K)
Speech Pre-Processing C === X (k) (@
Before the feature extraction process, there amymea: Zkzlxi(k)
quired processes that must be done on the spegctese
to be able to extract the MFCC's. We added a psoaes Where k=1,....,N , is the Discrete Fourier Transform
(DFT) coefficients of thel short-term frame, N is the
frame length. This feature is a measure of the tegec

the first step to minimize the percentage of edworing
position, with high values corresponding to “brigfit

features extraction phase and consequently thsifitas
tion phase. This step is called " removing silend&h

the regular pre-processing steps for speech remogni sounds [8].
systems were applied which are pre-emphasis ffiam-
ing and windowing. All of pre-processing proceduaes Pre-Emphasis

explained in Fig.2.

Removing Silence

This step was very important to reduce the pergentd
error in feature extraction and increase the acyudd
classification and reduce the process time frorautfive
seconds to just 1.4 seconds on the average.

18¢

Before the digital speech signal can be used fatufe
extraction, a process called pre-emphasisis apptéegh
frequency formants have lower amplitudes than loav f
quency formants. Pre-emphasis aims at reducingitie
spectral dynamic range. Pre-emphasis is accomglisiie
passing the signal through an FIR filter [3] whasasfer
function is given by:
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H(z)=1-az"' where09<as<1 ©)
A typical value for the pre-emphasis parameteisaisu-
ally 0.95 [9].

Frame Blocking

The idea of segmentation of the speech wave iatods,
or what is known as frame blocking, comes fromftc
that the vocal tract moves mechanically slowly, asda
result, speech can be assumed to be a random groc
with slowly varying properties [10]. Hence, the sple
can be divided into frames, over which the speéghat
is assumed to be stationary with constant stedistimop-
erties. Another property must be guaranteed torerbe
continuity of the speech signal; this is generdibne by
overlapping the different frames. Note that typicalues
for the frame period are 45 ms with a 15 ms sejoerat
This corresponds to a 16.7 Hz frame rate.

Feature Extraction

The extraction of the best parametric represemtatid
acoustic signals is an important task to produdetter

recognition performance. The efficiency of this phas

important for the next phase since it affects ébaviour.

Mel-frequency cepstral coefficients MFCCs are based

human hearing perceptions which cannot perceive fre

guencies over 1KHz. In other words, MFCC is based o
known variation of the human ear’s critical bandivid
with frequency. MFCC has two types of filter whiahe
spaced linearly at low frequency below 1000 Hz laiga-
rithmic spacing above 1000Hz. A subjective pitclpris-
sent on Mel Frequency Scale to capture importaatad
teristic of phonetic in speech. The overall procelsthe
MFCC is illustrated in Fig. 3.

Windowed Frames
of speech signal

FFT

Cutput energy of

filters on Mel-scale

|

LOG

DCT

MFCC.Coeff

skin tone pixels are extracted using the a andrbpoe
nents with ignorance of the luminanceeffect .Thiected
skin tone pixels are iteratively segmented intonsmted
components by using colourvariance. After applying
acombination of morphological operations, face cdaie
pixels are grouped. This helps us to extract tike feom
the whole picture with neglectingof the backgrouAd.
mask is applied after this to crop the face as &re@on
from the image.This helpus to decrease the pergerda
gLror in the following lips detection stages.

Colour
Image

Transform To
L*a*b Space

Skin Colour Morphological
Segmentation Operation
Edge
Detection

Face labelling and
cropping

v

Face
Image

Figure 4. Face detection technique using Lab colour

space.

Figure 3. The steps for calculating the MFCC.

Face Detection Algorithm

Lips Segmentation

The procedures of our component based algorithm fdfirst the image is transformed from the RGB coloaice

face detection is shown in Fig. 4.First, the RGBoup
space is transformed to the L,a,b colour space mdde
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to YIQ space. Then, we extract the Q colourcompbnen
from the face image.
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Transform Face
To
YIQ Space

Extract
Lips Region
Using ROI Color

Detect
Lips Boundary

Figureb. Lips Segmentation.

Then we calculate the optimum threshold for tramsfo
ing the Q component image into binary form using th
histogram technique as shown in Fig. 6.
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Figure 6.
(a) The grayscale level appearance for lips region
(b) Histogram distribution.

(b)

Lips Contour Extraction

The boundary of a set A, denoted3ga), can be obtained
by first eroding A by B and then performing the dit
ference between A and its erosion as follows:

©)

Where B is a suitable structuring element.

B(A)=A-(AGB)

il
(b)
Figure7. (a) Closed boundary of lips;

(b) Boundary extraction applied to a real face.

@)
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We use the Implemented function in Matlab which is
bwperim(); the function returns a binary image eamnhg
only the perimeter pixels of objects in the inpuage.

A pixel is part of the perimeter if it is nonzerodait is
connected to at least one zero-valued pixel.

Visual Features

Visual features extraction depends mainly on threatyi
morphological operation. We consider morphological
algorithms for extracting boundaries, connected mmm
nents, the convex hull, and the skeleton of a rediay. 8
illustrates the proposed block diagram to havealisea-
tures that represent lips motion.

Lips
Contour
Extraction

Lips
Corner
Detector

Lips Key Point
Extraction

Visual Features
Extraction

Figure 8. Visual features extraction steps

Lips Corner Detection

There are many methods for corner detection likaiMi
mum Eigenvalue Method, Local Intensity Comparison
and Harris Corner Detection Method .The Harris meth
advantage is the trade-off between accuracy anddspe
The Harris method depend on the change of intefmity
the shift [u,v], the following equation represemé tHarris
detector idea:

E(u,v) =D w(x, Y)[1 (x+u,y+Vv) = 1(x,y)]?
X,y
Where w(X, y): represent the window function.
I(x+u, y+V): represent the shifted intensity.
I(x, y): represent the intensity.
Harris detector measures the corner response Roams
in the following equation which depends only onegig

©)
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values of M and R which is large for a corner, Réga-
tive with large magnitude for an edge, |R]| is srf@ila
flat region.

R=detM —k(traceM)®>  (7)

The Harris corner detection extracts about 9 pdnuts
the lips boundary.

@) (b)

Lips Key Point Extraction

We select four points to detect the change of tpessts ~ Figure 10.(2) 2 maximum and minimum values for X, y
during the speech of the same character with fterdnt  directions for a real face, (b) The area of theslipound-
vowels. These four points are based on the maximum@ry.

points in the lips corner at x and y direction. fihbe

minimum points in the lips corner at x and y difeot Classifier
We used the neural network as a classifier .Theaheu

network (NN) used in the model was a multilayercper
Visual Features tron (MLP) with two layers of neurons. The numbér o
There are primarily two categories of visual feattepre- neurons in the hidden layer depends on the sizéheof
sentation in the context of speech recognition. fliseis  input vector [13]. The output layer has two neurdFise
model-based or geometric-based. Examples of sueh fefirst neuron predicts if the input is a truly premzed
tures are width and height of the lips (and themporal  word or sentence. The second neuron predicts ifnet
derivatives) that can be estimated from the imagés. s a wrongly pronounced word or sentence. The NN is
second category is pixel-based or appearance-bts#d; trained to predict one true word or sentence @nha and
is, the features are based on intensity valueh@fraw  whichever of these neurons gives the higher scars. uf
pixels. The first category is more intuitive, bliete is  an MLP network has n input nodes, one hidden-lafen

typically a substantial loss of information becao$¢he neurons, and two output neurons, the output ofnite
data reduction involved [11, 12]. work is given by:

We propose new features for general visual spesbgr m n
nition. The extracted features are: The Maximum- Dis y, = f; szi fi szij ©)
tance according to X-direction, the Maximum Dis&anc k=1 j=1

according to Y-direction and the area of mouth cant where £, k =1, 2,...m , and fi= 1,2denote the activation

functions of the hidden-layer neurons and the dutpu-
rons, respectively; wand w;, j= 1,2,...,n denote the
weights connected to the output neurons and tditthe
den-layer neurons, respectively, and dénotes the input.
The output activation function was selected to hipalar

sigmoidal:
a
f(u)= 0
W= % 00
Figure 9. Key points for real lips boundary. And the hidden-layer activation functions took floem
of hyperbolic tangent sigmoidal for all k:
We depend on distance measuring on the Euclidesan di el — g AU
tance theory. The Euclidean distance is the strdiigh f, (u) :akm @y

distance between two pixels as shown in Fig. 9 ded

rived by the equation (8):

Neurons are updated iteratively. The weights ardds

_ 5 > of the neural network were initialized as [-1.00]1De-

dist((x, y),(a,b)) = \/(X‘ a)”+(y-b) (8) sired outputs were set to either 0.9 or 0.1 toesgmt the
true or false site at the output, correspondingly.
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Figure 11.represent the architecture for multi-layer feed '

forward neural network

Results

Wehave extracted two groups of features, one foh ea

signal type. Each group of features representdtarpao

our classifier. The first pattern represents theesp seg-
ment and the second one represents the visuall.sigrea

speech pattern represents the 8 MFCC's coeffictdrite
speech character as shown in figure 12.We utilthede
coefficients in a single pattern that represerasMirCC's

energy. On the other hand, the visual signal iscssmted

by three features pattern. These features aretandis, y-
distance, and the area as shown in Fig.14.

Fig.12.a illustrates the MFCC coefficients for ausgignal
of normal speech for character “RA”, while Fig. d4l-
lustrates the visual features for the video sigrialormal
speech for character “RA”.

Fig.12.b illustrates the MFCC coefficients for audig-

nal of abnormal speech for character “RA”, whiley.Fi

14.b illustrates the visual features for the videgnal of
abnormal speech for character “RA”".
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Figure 12.a. The 8 MFCC for normal speech for charac-
ter n ‘) ".
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Figure 12.b. The 8 MFCC for abnormal speech for char-
acter "\, "

In Arabic language we usually have three diffewatitu-
lationsfor each character by adding the vowelshe t
same character for a lips movement during the proiad
tion of the character (the vowels are: o, e, &. EB dis-
plays the extraction of the lips boundary fromietadry
position and during the three movements for eatibuar
lation.
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The most important advantage of the proposed sy&tem
its dependence on both the speech signal and sualvi
movements detected from the video signal that chuse
this speech. So after the output is released if anthe
patterns was fault this will order the patient ¢épeat the
speech again. This guarantee that the patient tered
the right pronunciation with right lips movement.

Table 1 shows the logical input output relationsbiighe
proposed system.

Table 1. Input/ output relationship

Inputs Output
Figure 13. The lips boundary for pronunciation Speech pattern  Visual pattern Output
(a) stationary, (b) "Raa",(c) "Ree" ,(d) "Roo". False False False
o False True False
The Variation according to X Direction
100 — True False False

& W 1 True True True
0 . + + : + -

0 020 0040 50 60 70 80 90 100
The Variation according to Y Direction

200

Experimental results has shown that the accuratyeof

100 k T proposed system has reached 95% in case of a tgle
; S — A R ter, while it has not been lower than 89% for a plate
¢ 0@ 9 40 50 6 708 5000 word as shown in Table 2. This accuracy is an dabép

The Variation according to The Area

4000 accuracy by the experts in the field of speechrdess

\ curing centres.

2000 1

; T T T T T T SR We have applied the proposed system in two difteren
S speech disorders curing centres. The first onelozased
in 10" of Ramadan city Cairo, Egypt, while the second

Figure 14a. The 3 visual patterns for normal speech forone Was located in Mansoura city.

Il‘ n
character "™, Experts at both centres have accepted the redutis o

research and showed a great interest in usingauel-

" The Variation according to X Direction tomated system to assist them in the curing prdoess
' ‘ ‘ ' ' speech disorders.
50 B
) , Table 2. Classification Accuracy of the proposed system
0 10 20 30 40 50 60
The Variation according to Y Direction
200 T T T T T 5 h =
Character Cla :sps::i‘::al:ian Speech +Visual
100 E Accuracy %o s eatinn
\/\/\ - - Accuracy %
0 1 L L L L
0 10 2 30 40 50 60
- . L] 20% a5%
The Variat ding to The A
P e ‘aflﬁ on aCC(TI’ Ing to EI rea [m]
[is21] S0 Qe%
1000 g [REE]
\/\ [+ 92% L4%
O 10 20 30 40 50 &0 [roo]
[=_1 B5% 20%
[
[=23_4 BE 013
Figure 14b. The 3 visual patterns for abnormal speech [RABBIT]
oo [ =] B5% 89%
for character ", ". -
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Conclusion

In This Paper, an automated speech disorder cimmect

system was presented for Arabic language usingtisbl
word recognition system. The research was perforome

letter " <)_" with three vowels movement of this character

and different position for the same character & word
(start of the word, middle of the word, and endtloé
word). The advantage of the system is that it ddpam
both speech and visual features to classify thecdpsig-

nal which is very important for the speech disosler

treatment. Finally we usedthe feed forward mulela
neural network to classify whether the pronunciatid
this speech was correct or incorrect.
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Future work can be done to enhance the classditati Correspondence to:

accuracy and also to reduce the system complexity.
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