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ABSTRACT 

Firm growth remains one of the most important subjects in research today. This mainly 

owes to the important role played by growth-oriented firms in addressing socio-economic 

challenges largely facing governments in developing countries. As such, this study aimed to 

identify and model key growth drivers of Small-Medium, and Micro Enterprises (SMMEs) 

harnessing traditional and emergent machine learning techniques. The study further compared 

the growth predictive modeling performance of the traditional logistic regression and two 

machine learning techniques, Artificial Neural Network (ANN) and Support Vector Machine 

(SVM) in predicting SMME growth. The study utilized three-year panel dataset from 191 SMMEs 

in the manufacturing sector in South Africa’s second-largest province of KwaZulu Natal. The 

results showed that the duo of SVM and ANN performed better than Logistic Regression in 

predicting firm growth. Sales revenue was identified as the most important driver of growth and 

it was recommended that key stakeholders can leverage this key driver to drive the sustainability 

of SMMEs. Overall, the study recommended the adoption of the SVM technique for SMME 

growth predictive modeling. 

Keywords: Artificial Neural Network, Growth, Logistic Regression, Machine learning, SMMEs, 

Support Vector Machines. 

INTRODUCTION 

SMME growth predictive modelling has been of interest over the years (McMahon, 2001; 

Megaravalli, 2017; Šarlija et al., 2016). This is because small firms play a significant role in the 

economic development of virtually every country around the globe (Herrington & Kew, 2016; 

International Finance Corporation, 2019). Šarlija et al. (2016) argued that enterprise growth 

remains one of the central issues in SMME research across the world. The interest on firm 

growth is not surprising, as it is the growth oriented small firms that make significant 

contribution to socio-economic development (Machado, 2016; MBEC, 2017). Megaravalli 

(2017) charged that growth-oriented firms have attracted the attention of various stakeholders, 

like financiers, academicians and policy makers owing to their ability to create higher number of 

jobs in an economy. Various countries have noted the importance of prioritising firms with 

growth potential than low value establishments in order to achieve impactful socio-economic 

results (MBEC, 2017; National Planning Commission, 2011; OECD, 2009) 

Inevitably previous studies have attempted to model growth largely harnessing the 

traditional logistic regression technique in order to identify firms with potential to sustainably 

contribute towards socio-economic development objectives (Lussier, 1995; McMahon, 2001; 

Megaravalli, 2017).  The emergence of machine learning techniques which have been found to 
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perform better than traditional statistical approaches present an opportunity for small business 

researchers to embrace them for growth predictive analytics purposes (Leo et al., 2019; Te, 2018; 

Youn & Gu, 2010). These emerging advanced techniques besides providing more accurate 

predictions, they are also adaptive by continuously learning from the data emanating from 

changes in the internal and external environments (Haataja, 2016; Lantz, 2019). Concerningly, 

the review of literature revealed a paucity of studies harnessing machine learning techniques to 

conduct firm growth predictive modelling in developing countries like South Africa, with 

majority of studies having been done in developed countries (Bauer, 2020; Haataja, 2016; 

Kolkman & van Witteloostuijn, 2019; Te, 2018). As such in order to contribute to literature, this 

study harnesses the duo of SVM and ANN and compare them to the traditional logistic 

regression technique in predicting SMME growth in South Africa’s KwaZulu Natal province. 

Ultimately, the study aims to identify and recommend the best technique that can be used for 

growth predictive modelling by various pertinent stakeholders in the SMME sector. 

LITERATURE REVIEW 

Small enterprises form the little acorns from which future multinationals grow and are the 

key sources of disruptive innovation and employment (International Finance Corporation, 2019; 

OECD, 2009). Over the years there has been a growing interest on small firm growth owing to 

the significant role they play in economic development (Machado, 2016; Panda, 2015). 

Extensive research on firm growth has been conducted over the years and various theoretical 

models to explain this phenomenon have been postulated (Machado, 2016; O'Farrell & Hitchens, 

1988; Panda, 2015; Penrose, 2009). The Stochastic theory which was postulated by Gibrat in 

1931 is one of the popular firm growth theories that have been embraced over the years (Geroski, 

2005; O'Farrell & Hitchens, 1988). The theoretical model attempts to shed light on firm 

heterogeneity emanating from various sources (Coad, 2007; Geroski, 2005; Machado, 2016; 

McMahon, 2001). In essence Gibrat’s Law charged that growth follows a random walk process, 

connoting that firm growth rate is similar for all enterprises in the market (Geroski, 2005; Stam, 

2010). Put differently, Gibrat’s Law implies that firm growth process is stochastic and not 

determined by any set of internal or external drivers (Geroski, 1995; Stam, 2010).  However 

subsequent studies have tested and largely rejected the validity of this theoretical model (Nassar 

et al., 2014; Teruel-Carrizosa, 2006). Studies carried out in developing countries, especially 

South Africa have rejected the validity of the theory (Mamburu, 2018; Masenyetse, 2017; 

McPherson, 1996), implying that firm growth is a function of certain factors. The rejection of 

Gibrat’s Law intersecting with increasing data on SMMEs has incentivised research to establish 

factors related to firm growth (Panda, 2015; Stam, 2010). 

The interest has since gone beyond just establishing key drivers of growth but also 

harnessing the same for predictive modelling purposes (McMahon, 2001; Megaravalli, 2017; Te, 

2018). This is key as growth predictive models can be harnessed by both internal and external 

stakeholders to make informed proactive decisions (Megaravalli, 2017; Šarlija & Bilandžić, 

2018). Embracing growth predictive models would allow evidence based decision making for 

policy makers (Šarlija et al., 2016), especially in South Africa where SMMEs continue to 

struggle (Bureau for Economic Research, 2016; Small Business Project, 2014) due to a 

disconnect between policy interventions and sector needs (Lekhanya, 2015). As has been noted, 

prior studies have largely used logistic regression to establish firm growth drivers and develop 

concomitant predictive models (Megaravalli, 2017; Šarlija & Bilandžić, 2018; Šarlija et al., 

2016). However, since logistic regression is parametric the technique fails to capture non-linear 
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factors’ impact on the regressand and thus minimising their predictive performance compared to 

non-parametric techniques (Hastie, 2018; Shalev-Shwartz & Ben-David, 2014). The emergence 

of machine learning algorithms like ANN and SVM can address this limitation as they are non-

parametric (Lantz, 2019; Shalev-Shwartz & Ben-David, 2014). Owing to this and other features, 

machine learning techniques have since gained popularity across different industries across the 

globe (Cowling et al., 2021; Khan & Tariq, 2021). It is in interesting to harness ANN and SVM 

machine learning techniques which have been used for classification problems in other fields and 

compare their growth predictive modelling performance to the traditional logistic regression 

technique (Cowling et al., 2021; Leo et al., 2019; Te, 2018; Youn & Gu, 2010).  

Consulted literature shows that majority of predictive modelling studies comparing statistical 

techniques like logistic regression to machine learning techniques have been carried out in 

developed countries (Leo et al., 2019; Te, 2018; Youn & Gu, 2010). The findings of these studies 

are largely mixed, with some indicating that machine learning algorithms outperform logistic 

regression (Leo et al., 2019; Youn & Gu, 2010; Zekić-Sušac et al., 2016). A study by Te (2018) 

provided mixed results and recently Cowling et al. (2021) established that there was no significant 

difference between logistic regression and machine learning techniques in predictive modelling. 

However, some studies noted that the difference is mainly insignificant for small datasets and 

homogeneous populations whilst machine learning techniques outperform logistic regression for 

large datasets and heterogeneous populations (Cowling et al., 2021; Zekić-Sušac et al., 2016). It’s 

thus needful to embrace machine learning algorithms and compare their predictive performance to 

logistic regression in the South African context focusing on the SMME sector which has been found 

to be heterogeneous (Small Business Project, 2014). Lack of studies in this area leaves key 

stakeholders like SMME owners without an informed basis on selecting an appropriate growth 

predictive modelling technique. The next section briefly discusses the three SMME growth 

predictive modelling techniques that were used in this study. 

Logistic Regression 

Logistic regression is one of the popular binary classification techniques, which uses the 

maximum likelihood method to best describe group membership (Leo et al., 2019; Lussier, 

1995). The logistic regression model has been previously utilised in the evaluation of firm 

growth (Megaravalli, 2017). This predictive modelling technique has some advantages, 

especially in that it takes a non-linear regression form, without precluding the use of regression 

type model diagnostics to assess model fit and variables importance (Youn & Gu, 2010). 

Following (Te, 2018) logistic regression is given by the Equation (1) 
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Where p(X) denotes outcome (growth) probability, β0 is the intercept, β1, β2,…, βp 

represent model coefficients, X1,X2,…,Xp are growth performance drivers. 

When the trained logistic regression model is applied to both training and test data sets, it 

gives the result which lies between 0 and 1, where 0 = non-growth, and 1 = growth. The cut-off 

point is 0.5, to determine if the company will grow or not in the next year. This means that an 
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SMME with a p(X) value equivalent to or greater than 0.5 is classified as growth firm otherwise 

it is a non-growth firm. 

Support Vector Machines 

The main goal of the SVM technique, which was introduced in the early 90s (Awad & 

Khanna, 2015) is to map the input space to a higher dimension and then produce a hyperplane 

that effectively separates data into fairly homogeneous classes in the transformed feature space 

(Clark, 2013; Lantz, 2019; Shalev-Shwartz & Ben-David, 2014). Essentially, SVM combines 

aspects of various statistical techniques to create groups based on input characteristics to classify 

and make powerful predictions (Aziz & Dowling, 2019; Pal & Mather, 2005). The SVMs have 

different forms, which are the hard-margin, soft-margin, and kernels (Awad & Khanna, 2015; 

Lantz, 2019). The method is attractive as the overhead on going to kernel space is minimal 

compared with learning a non-linear surface. The kernel SVM is demonstrated by Awad and 

Khanna (2015) as per Equation (2): 

 (   )  ∑  
 

( )  ( ) 

 

(2) 

Where φ(x) belongs to the Hilbert Space (Shalev-Shwartz & Ben-David, 2014), and the 

main kernel functions includes linear, polynomial, sigmoid, gaussian radial basis and randomized 

blocks analysis of variance (Awad & Khanna, 2015). 

Artificial Neural Networks 

ANN technique also termed neural networks was first introduced in the 20th century 

inspired by the inner workings of human brain and nervous system (Gepp & Kumar, 2012; 

Goodfellow et al., 2016; Shalev-Shwartz & Ben-David, 2014). As a non-parametric technique, 

ANN differentiates itself from traditional statistical methods, as it does not make any a priori 

assumptions on the data distribution and between the dependant and independent variables (Gepp 

& Kumar, 2012; Youn & Gu, 2010). ANN algorithm is getting popular in solving classification 

problems like identifying whether a company is a growth or non-growth type (Youn & Gu, 

2010). Given that xi is the i th input to the ANN node, wi the ith input weight, n the number of 

inputs, b the bias term and o the node output, then to resolve a classification problem Equation 

(3) is used as per below: 
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This type of artificial neural network node as per Equation (4) is a sigmoid node, which is 

used for classification machine learning problems like the one this study is concerned with – 

which is to predict whether an SMME can be classified as growth or non-growth in the next 

period. 
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METHODOLOGY 

This section details the main steps that were taken in the empirical application of logistic 

regression, SVM and ANN utilising panel data from the KwaZulu Natal manufacturing SMMEs 

are detailed, as per the figure below: 

 

 

 
 

FIGURE 1 

OVERVIEW OF MACHINE LEARNING MODEL DEVELOPMENT STEPS 

Dataset Description and Preparation 

The study employed a three-year panel data set containing 191 manufacturing SMMEs in 

KwaZulu Natal province. The panel period of three years is in line with previous  related studies 

(Almsafir et al., 2015; Hermelo & Vassolo, 2007). The data was supplied by McFah Consultancy, 

a business and tax advisory services company, based in Durban.  SMMEs in the dataset were 

spread across the province, 61% had operations in eThekwini metro, 11% were based in King 

Cetshwayo district, 10% in uThukela district, 7% in uMgungundlovu district, iLembe district and 

Amajuba district each had 3% representation, Ugu district and Zululand district also each had 2% 

and uMzinyathi district and uMkhanyakude district each had 1% of the total SMMEs. Harry 

Gwala district was the only district which had no SMMEs in the dataset. The main features from 

the data were, owner’s gender, firm location, owner’s year of birth, sales, total assets value, 

permanent employees, temporary employees, firm registration type, registration year, digital 

marketing medium use and website use. Three macroeconomic variables over the three year 

period were also included in the dataset, Gross Domestic Product (GDP), and unemployment rate 

from Statistics South Africa (2018) and Purchasing Managers Index (PMI) from Bureau for 

Economic Research (2019). 
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Response Variable 

 

Firm growth can be measured in different ways and mainly this can be in terms of sales, 

employment or assets (Panda, 2015). The challenge with growth measurement in terms of 

employment is that it is biased against capital intensive firms and using assets for growth rate 

measure discriminates against labour intensive firms (Hermelo & Vassolo, 2007). Various 

previous studies on firm growth harnessed sales growth as the response variable because of its 

importance in an organisation and also the economy at large (Panda, 2015; Yasuda, 2005; Zhou 

& de Wit, 2009). As such, the response variable in this study was sales growth rate, measured as 

the difference between logarithm of SMMEs annual turnover over the three years i.e. logSalest-

logSalest-1, implying that the growth rate was only for two years (2016 and 2017). For modelling 

purposes, a firm that registered growth (growth firm) was classified as 1 and 0 for a firm that did 

not grow (non-growth firm) for the period between 2016 and 2017. 

Independent Variables 

In this section the independent variables are specified, and all continuous variables were 

log transformed. Based on the above factors additional variables were derived and then all were 

codified to allow for further analyses; total assets were proxied the rand value of total assets 

(LogTA). SMME sales measured by the rand value of sales (LogSales). Number of temporary 

workers (Temp), Temp2 is the squared version of the SMME’s temporary employees. Number of 

permanent workers (Pemp), Labour productivity (Prod) proxied by sales per employee. Owner’s 

gender (Gen) indicated by 1 for male and 0 otherwise, owner’s age (EntAge) measured as the 

difference between his/her year of birth and the panel dataset period. EntAge2 is the squared 

version of the owner’s age. Website (Web), 1 for SMMEs with an active website and 0 otherwise. 

Firm age (CoAge) was measured as the difference between the panel data period and firm’s year 

of registration and CoAge2 is the quadratic value of the SMME’s age. 

SMME registration type (Reg), was defined by 1 for those registered as limited liability 

and 0 for other. Digital marketing (DigMkt), the dummy variable 1 proxied those with at least 

one or more digital marketing platforms and 0 otherwise. Location (Loc) defined by 1 for those 

based in eThekwini metropolitan municipality and 0 for those located in other district 

municipalities (which are predominantly rural). Finally, external factors were measured as 

follows, GDP measured by the national annual economic growth rate, unemployment (UMP), by 

the unemployment rate and PMI as the average annual rate for the three years. The data was then 

standardised to ensure that all inputs were on the same scale, which also enhances model 

interpretability (Gelman, 2008). 

Variable Selection 

Variable selection was performed in the interest of parsimony to establish features with 

impact on SMMEs growth performance. The Random Effects Within Between (REWB) panel 

data modelling approach was harnessed (Bell et al., 2019). The approach combines the best of 

the two leading panel data modelling techniques, Fixed Effects and Random Effects, through 

which the heterogeneity of the subject is modelled at observation and cluster levels (Bell et al., 

2019; Mundlak, 1978). The REWB’s flexibility make the result nuanced, accurate and insightful 

by allowing the researcher to appreciate a given phenomenon, in light of both micro and macro 

associations (Bell et al., 2019). This step was important as it allowed for the identification of 
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drivers with significant effect on firm growth, the target variable (Cheriyan et al., 2018; Punam 

et al., 2018). After performing the analyses, a total of five significant variables were identified, 

that is: EntAge, LogSales, LogTA, CoAge and DigMkt. These factors were then utilised for 

growth predictive modelling and performance assessment using Logistic regression, SVM and 

ANN algorithms. 

Data Partitioning 

The next step was to partition the dataset, which is one of the important elements in 

machine learning, in fact this is what sets apart this concept from traditional statistical techniques. 

With this approach, the data set is divided into two separate parts, known as training or in-sample 

and test or out-of-sample data sets (Bauer, 2020). Training data is used for fitting the model and 

testing data used for model validation or testing (Mohammed et al., 2016; Te, 2018). The step 

ensures that model performance on training data is examined on unseen labelled data 

(Mohammed et al., 2016). As per a related study by Delen et al. (2013), a 70:30 training: testing 

data split ratio was used. The three predictive modelling techniques were thus built using the 

training data and then tested to see their performance on the test data set and their predictive 

performance was then evaluated as per the next step. 

Model Fitting and Evaluation 

This stage involves applying the three growth predictive techniques on trained data and 

then evaluating their predictive performance on the test data set. R Statistical software was used 

to fit logistic regression, ANN and SVM machine learning algorithms. Following a study by 

Delen et al. (2013), the output from the three models using both training and test data is as per 

the confusion matrix on Table 1 below. The results show that generally all the growth predictive 

modelling approaches managed to make more correct than incorrect predictions, especially in 

classifying growth companies into the correct category. However, there is need to utilise formal 

measures to evaluate and compare their efficacy in predicting whether a company will grow or 

not in the next period. 

Table 1 

CONFUSION MATRIX USING TRAIN AND TEST DATASETS 

Output based on train data set Output based on test dataset 

Algorithm  Non-

Growth 

(0) 

Growth 

(1) 

  Non-

Growth 

(0) 

Growth 

(1) 

  

Logistic Non-

growth 

(0) 

3 1 Correct 207 0 1 Correct 86 

 Growth 

(1) 

60 204 Wrong 61 27 86 Wrong 28 

SVM Non-

growth 

(0) 

0 0 Correct 204 0 0 Correct 87 

 Growth 

(1) 

63 204 Wrong 63 27 87 Wrong 27 

ANN Non-

growth 

(0) 

18 5 Correct 215 3 6 Correct 88 

 Growth 

(1) 

48 197 Wrong 53 20 85 Wrong 28 
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The performance of each technique was evaluated and, in the process, compared utilising 

the quartet of accuracy, misclassification, specificity and sensitivity computed using in line with 

previous studies as per Table 2 below (Delen et al., 2013; Megaravalli, 2017; Te, 2018). 

Accuracy measures of the model’s ability to correctly classify growth and non-growth firms into 

their categories. Misclassification shows the percentage of growth and non-growth companies 

classified in wrong categories. Specificity on the other hand measured the ratio of correctly 

classified non-growth divided by total number of non-growth firms. Finally, sensitivity also 

known as recall measured the proportion of correctly predicted growth firms to the sum of firms 

correctly classified as growth and misclassified as non-growth. 

Table 2 

 MODELS EVALUATION ON TRAINING AND TESTING DATASET 

 Evaluation based on train data set Evaluation based on test dataset 

Logistic SVM ANN Logistic SVM ANN 

Accuracy 0.772 0.765 0.802 0.754 0.763 0.759 

Misclassification 0.228 0.235 0.198 0.246 0.237 0.241 

Specificity (True 

Negative Rate) 

0.048 0.000 0.273 0.000 0.000 0.130 

Sensitivity (True 

Positive Rate) 

0.995 1.000 0.975 0.989 1.000 0.934 

The evaluation of the three growth predictive techniques shows that SVM is stable 

compared to logistic regression and ANN with minimal changes on the assessment metrics for 

both the training and testing dataset. ANN clearly overfitted the data, as it performs well on the 

training dataset across all the assessment metrics except for sensitivity but when applied on the 

unseen data, accuracy, specificity and sensitivity significantly drops and the misclassification 

error increases as well. The logistic regression results based on the training and testing datasets 

were relatively stable across all metrics compared to ANN. However, our main interest was on 

the test dataset, as this is key to assess the future performance of the algorithm in predicting 

whether an SMME is growth (“1”) or non-growth (“0”) type. 

The comparison shows that SVM has a better accuracy rate and sensitivity and has the 

lowest misclassification error, whilst ANN performs better in sensitivity. From Table 3 above 

SVM can perfectly classify an SMME that is likely to grow into the correct category of “1” but 

performs poorly in classifying a no-growth company into the correct category “0”. On the other 

hand, ANN performs relatively well compared to the other two in classifying a no-growth 

company into its proper category. Overall, logistic regression is the least performing technique 

compared to SVM and ANN algorithms. Our findings are line with previous studies (Aziz & 

Dowling, 2019) which also highlighted the superiority of SVM in classification problems 

compared to other techniques. However the superiority of ANN compared to logistic regression 

is contrary to previous studies which established the opposite or insignificant difference between 

the two techniques in solving classification problems (Cowling et al., 2021; Te, 2018). 

The variable importance for each algorithm was computed to ascertain the extent at which 

growth driver’s impact SMME performance. The Logistic regression technique identified sales, 

total assets, and company age as top growth drivers in terms of importance. SVM, indicated sales 

as the most important driver of SMME performance. ANN on the other hand showed that 

company age, total assets and entrepreneur’s age were more important drivers. The differences 

show the importance of identifying an accurate predictive technique to enable the key 
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stakeholders to confidently attend to appropriate drivers of performance and thus enhance 

SMMEs sustainable growth. 

  

 

 

FIGURE 2 

 VARIABLE IMPORTANCE 

CONCLUSION AND RECOMMENDATIONS 

This study harnessed three predictive techniques to model growth performance utilising 

panel data from manufacturing SMMEs in South Africa’s second largest province of KwaZulu 

Natal. The duo of SVM and ANN machine learning techniques were embraced and compared to 

the traditional logistic regression approach. The results showed that machine learning techniques 

are superior compared to logistic regression with SVM performing better, followed by ANN in 

predicting SMME growth. These results are in line with previous studies which also established 

that SVM yields an efficient learning paradigm not only compared to logistic regression and 

ANN, but other classification techniques as well (Awad & Khanna, 2015; Leo et al., 2019). 
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SVM, the best performing algorithm showed that sales revenue is important feature in 

driving SMME growth performance. As such, in order to sustainably drive SMME growth, 

practitioners and also policy makers in the province should pay attention to this driver. The 

finding lends support to government’s preferential procurement policy aimed at providing 

market access opportunities for SMMEs. These policy interventions should thus be effectively 

implemented in order to improve the sustainable performance of SMMEs, especially those in 

KZN province. Overall, it is recommended that key stakeholders, like the government develop 

applications harnessing SVM to predict SMMEs growth and thus proactively provide effective 

support for the sector. Noteworthy however was that our data set covered firms in the 

manufacturing sector in KwaZulu Natal. To address this limitation, future studies should 

consider data sets which cover other sectors in the province. 
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