
Journal of Management Information and Decision Sciences                    Volume, Issue, 2022 

1 1532-5806-25-1-105 

Citation Information: Iriany, A., Rosyida, D., Sulistyono, A. D., Wong, W.K., Sui, J. M. (2022). Cross covariance normalized weight 

of gstar-sur model as input of neural network model on precipitation forecasting. Journal of Management 

Information and Decision Sciences, 25(1), 1-13. 

CROSS COVARIANCE NORMALIZED WEIGHT OF 

GSTAR-SUR MODEL AS INPUT OF NEURAL 

NETWORK MODEL ON PRECIPITATION 

FORECASTING 

Atiek Iriany*, Universitas Brawijaya 

Diana Rosyida, Universitas Brawijaya 

 Agus Dwi Sulistyono, Universitas Brawijaya 

Wing-Keung Wong, Asia University & China Medical University Hospital & 

The Hang Seng University 

Jeky Melkianus Sui, Morotai Pacific University 

ABSTRACT 

A neural network constitutes a non-linear model requiring no statistical assumption. 

Along with the development of which, the neural network model has been frequently combined 

with time series and spatiotemporal models. This current research combined neural network and 

spatiotemporal models. One of the spatiotemporal models is the GSTAR-SUR model. The weight 

projected in this current research is cross-covariance normalized weight. This sort of weight is 

deemed suitable for data with high variability. The significant variable in the GSTAR-SUR model 

containing cross-covariance normalized weight was used as the input layer of the neural 

network model. The hidden layer made use of 10 neurons fulfilling the criteria of the lowest 

RMSE value and there was 1 neuron used as output. The data were in the form of 10-day 

precipitations in Junggo, Pujon, Tinjumoyo, and Ngujung, during the period of 2005 to 2014. 

The findings in this research were obtained by a model for forecasting precipitations in Junggo, 

Pujon, Tinjumoyo, and Ngujung is NN (16, 19,1) - GSTAR-SUR (31). The cross-covariance 

normalized weight on the GSTAR-SUR model as input of the neural network model has yielded 

better forecasting. This research has found out that the NN-GSTAR-SUR model yielded better 

and more accurate forecasting, showing a    value of 61.77%.  This study recommends research 

is included subset elements in the NN GSTAR-SUR model to improve forecast accuracy. 

Keywords: GSTAR; SUR; Neural network; Cross covariance normalization. 

INTRODUCTION 

A neural network is perceived as a universal model as it does not require any statistical 

assumption (Zhang et al., 1998). This method is adapted from the neural system of the human 

brain (Hillary & Grafman, 2017; Khosravi et al., 2018; Li et al., 2018; Shanmuganathan 2016; 

Uddin et al., 2019; Vijh et al., 2020; Zhang et al., 2021). The neural network is a non-linear 

model that has been much developed until recently. Some researchers have proven that neural 

network is salient and potent to solve a number of problems in various disciplines (Zhang et al., 

1998; Suhartono 2007). The neural network model has been frequently applied for non-linear 
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time series. Some researchers applying neural network models for predicting time series are 

among others (Suhartono & Endharta 2011; Vlahogianni & Karlaftis 2013; Ostermark 1994). 

One of the components of neural network model is input layer (He & Ma 2010; 

Henriquez & Kristjanpoller 2019; Prakash et al., 2011; Samani et al., 2007; Scholz et al., 2008; 

Yolcu et al, 2013). The input layer used in the neural network model is said to be more flexible, 

including the one on spatiotemporal data. Input layer could be in the forms of either raw or 

processed data resulting from the former model. Suhartono (2007) is the first paper using the 

input layer as that of time series in statistics. Since then, a lot more combinations between neural 

network and spatiotemporal models have come to be under investigation (Diani et al., 2013; 

Sulistyono et al., 2016). 

This current research combined neural network and spatiotemporal methods. The 

research of Diani et al. (2013) merely made use of one neuron in the hidden layer. Sulistyono et 

al. (2016) chose to exclude the weight component from the input layer, though location weight is 

pivotal for the spatiotemporal model. 

The renowned and developing spatiotemporal model is Generalized Space-Time 

Autoregressive (GSTAR), formerly introduced by (Ruchjana 2002; Iriany et al., 2013) further 

develop the GSTAR model into the GSTAR-SUR model. Location weight is an important 

component of the GSTAR model. Location weights that have been recurrently used are uniform 

location weight, distance inverse, and cross-correlation normalization (Suhartono & Atok, 2006; 

Suhartono & Subanar, 2006). The use of location weights does not only depend on the proximity 

of the location, but also on the characteristics of the data. There are some limitations in using 

uniform weights, distance inverse, and normalized cross-correlation. The weight of the location 

is not able to produce a model with good accuracy for rainfall data. The spatiotemporal model 

using cross-covariance normalized weights has better accuracy than using other location weights 

(Sulistyono et al., 2020; Sulistyono et al., 2019). This research was conducted to build a neural 

network model based on the normalized weights of the cross-covariance. Cross-covariance 

normalized weight of GSTAR-SUR model as input of neural network model on precipitation 

forecasting is an interesting topic in an area of developing importance. From the results of this 

study, it is hoped that a spatio-temporal model with a neural network approach will be formed 

which has a better accuracy rate than previous models and can be applied to forecast rainfall so 

that it is useful for farmers in determining the planting calendar. 

LITERATURE REVIEW 

Neural Network Model 

Neural network (NN) is a time series method that attempts to imitate the learning process 

in the brain by using an artificial representation of the human brain (Aggarwal, 2018; Fitz & 

Romero, 2021; Marwala, 2013; Poulton, 2001; Ryland, 2021; Tymvios et al., 2008). This 

approach has been tweaked to mimic the way nerves in the brain function (Kusumadewi, 2010). 

The architecture of the neural network model consists of three layers as shown in Figure 

1, namely the input layer, hidden layer, and output layer. The input layer functions as a place 

where data is entered for further processing. The hidden layer is the processing unit of the data 

that has been entered. The output layer is where the output results from the process that has been 

carried out. While weights are weights that always change every time given input to the process. 
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FIGURE 1  

BASIC FORMS OF NEURAL NETWORKS 

Important components in the model in neural network modeling are neurons, activation 

functions, and weights. Some of the activation functions include the activation function of 

binary, bipolar, linear, linear saturation, symmetric linear saturation, binary sigmoid, and bipolar 

sigmoid (Fausset, 1994). The activation function used in this study is a binary sigmoid logistic 

activation function, namely: 

 ( )  
 

      (   )
 

 

Where    is a function in the hidden layer. 

Back propagation is one of the algorithms used to update the weights on the neural 

network. In the back propagation algorithm, there is a forward phase and a backward phase. In 

the forward phase, the weights are calculated starting from the input unit to the output using a 

predetermined activation function. Then the error value is obtained which is the difference 

between the output value and the target value. While in the backward phase, the error is 

propagated backward from the output unit to the input unit, so that new weights are obtained that 

minimize the error (Siang, 2005). 

In the back propagation algorithm, the resulting weight is influenced by the learning rate. 

The weakness in this algorithm is that the smaller the learning rate, the longer the learning 

process, on the other hand, if the learning rate is greater, the weight value will be far from the 

minimum weight (Apriliyah et al., 2008).  Therefore, a new algorithm was developed, namely 

the resilient back propagation algorithm. The resilient back propagation algorithm uses the sign 

(positive or negative) of the gradient indicating the direction of the weight adjustment, while the 

size of the weight change is determined by the adjustment value (Riedmiller & Braun, 1992). 

Normalized Cross-Covariance Weight 

GSTAR model is formed by using cross covariance normalized weight. This sort of 

weight has been researched and applied by Apanasovich and Genton (2010) to predict pollution 

in California. The calculation of weight is as follow:   
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The parameter is estimated by employing Seemingly Unrelated Regression (SUR) with 

the following formula.   

 ̂  (      )          (2) 

Where   is the variance-covariance matrix of GSTAR model residuals resulting from 

Ordinary Least Square (OLS) (Iriany et al., 2013). 

In addition to the input layer, the other components of the neural network model are the 

hidden layer and output layer. One hidden layer was used and there were of maximum 10 

neurons used in the hidden layer. The determination of the number of neurons used in the hidden 

layer was based on the lowest RMSE value. One neuron was used as the output layer (Suhartono, 

2007). The output layer is represented in vector, of which component is location variable as in 

   (                ) . The used algorithm is the resilient backpropagation algorithm formerly 

used by (Apriliyah et al., 2008; Fadil et al., 2009) for estimating the sales of electricity load. 

DATA AND RESEARCH METHODOLOGY 

Data  

The data, collected and analyzed in this current research, was in the form of 10-day 

precipitations during the period of 2005 to 2014. Those data were collected from the 

Meteorological, Climatological, and Geophysical Agency of Karangploso. The precipitation data 

were representing some locations where a majority of farmers reside in Malang Regency; the 

locations were in Junggo, Pujon, Tinjumoyo, and Ngujung. 

Research Methodology  

The research methodology used is design science research (DSR), where the design 

science research methodology is a methodology from the field of information systems that is 

useful for the development of new artifacts, such as service design construction, methods, and 

models (Teixeira et al., 2019). 

The initial concept of this research was the determination of the input layer. The 

determination of which was focusing on the formation of the GSTAR-SUR model. It aimed at 

finding out significant variables of the model. The significant variables of GSTAR-SUR were 

then used as the input of the neural network model. Diani et al. (2013) assert that using 

significant variables on the GSTAR model as the inputs of neural network model yields more 

accurate forecasting than using all existent variables. 

The steps of the data analysis process are as follows: 
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1. To test the stationarity of rainfall data on the variance and average. If the data is not 

stationary with respect to variance, a box-cox transformation is performed and if it 

is not stationary with respect to the mean, then differencing is performed. 

2. Identify the real MPACF lag to determine the order to be used as the estimation of 

the GSTAR model. 

3. Set the number of neurons in the input layer, hidden layer, and output layer. 

4. The number of neurons in the hidden layer is based on the RMSE comparison, 

where the number of neurons in the hidden layer that produces the smallest RMSE 

is the number of neurons that will be used in NN modeling. 

5. Determine the sigmoid activation function. 

6. Determine the weights for each layer using the resilient backpropagation algorithm 

described in sub-chapter 2.5. 

7. Calculation of cross-covariance normalized location weights. 

8. Make CCF plots on rainfall data. 

9. Estimating GSTAR-OLS parameters. 

10. Calculate the matrix var (ε)=Ω. 

11. Estimating GSTAR-SUR parameters. 

12. Test the significance of the estimated value of the parameter. The estimated value 

of significant parameters will be entered into the GSTAR-SUR model. 

13. Selection of the best model using the RMSE and R
2
 criteria. 

14. Forecasting rainfall data at each observation location. 

EMPIRICAL ANALYSIS 

Data Identification 

Precipitation is a vital factor for farmers in determining their planting patterns. Some 

locations in Malang Regency are mostly used as agricultural fields; they are Junggo, Pujon, 

Tinjumoyo, and Ngujung. The precipitations in the four locations were observed; there were in 

total 360 precipitation observations. The following stage of this research was forecasting the 

precipitations in those four locations. Each region has different precipitation intensity as shown 

in Table 1. 

TABLE 1 

DESCRIPTIVE STATISTICS OF PRECIPITATIONS IN FOUR OBSERVED LOCATIONS 

Location Average Standard Deviation Minimum Maximum 

Junggo 6.248 6.954 0 35.800 

Pujon 6.362 7.799 0 37.818 

Tinjumoyo 4.948 5.683 0 29.000 

Ngujung 5.012 5.902 0 35.600 

The forecasting of precipitation was employing a neural network model by means of 

input as that in the GSTAR-SUR model. GSTAR-SUR modeling requires the data to be 

stationary against variance and average. The precipitation data were non-stationary against the 

variance, but they were stationary against average, and thus it required Box-Cox transformation, 
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that is (    )     (Cryer & Chan, 2008). The stationary condition is to be fulfilled in order to 

find out significant parameters.  

In the GSTAR-SUR model, there is the component of location weight. The location 

weight, in this current research, was cross-covariance weight. It was due to the relatively high 

variability of the precipitation data. This has been shown in Table 1 that the standard deviation 

value is higher than the average of each location. The location weight of cross-covariance 

normalization based on the stationary data is presented as follows: 

  [

                   
                   
                   
                   

] 

The determination of time order in the GSTAR-SUR model is based on MPACF and 

MACF as shown in Figure 2. The spatial order used is 1. Figure 1 shows that the MPACF 

scheme cuts off up to lag 3; whereas the MACF scheme is shown to form a sine wave pattern. It 

means that the autoregressive order is said to be 3 and the moving average order is 0 (Wei, 

2006). Therefore, the formed order of GSTARX-SUR is GSTARX-SUR (31). 

 
(a) 

 
(b) 

FIGURE 2 

 MPACF AND MACF SCHEMES 
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NN-GSTAR-SUR Model 

The formed neural network model was the one with the inputs of significant variables of 

GSTAR-SUR (31). This has been supported by research conducted by Diani et al. (2013) finding 

that the inputs of significant variables in the GSTAR-SUR model yield better forecasting than 

using all variables. Parameter forecasting was done by employing the SUR model as the GSTAR 

model constitutes a multivariate model. SUR method potentially solves inter residual correlation 

(Setiawan et al., 2016); accordingly, the parameter significance is more accurate compared to 

that in the Ordinary Least Square (OLS) method.  

Parameter significance test on GSTAR-SUR model has resulted in 16 significant 

variables out of 24 variables. These 16 variables were treated as the input layer of the neural 

network model. The number of neurons in the hidden layer was limited to the range from 1 to 10 

neurons and the best one was chosen based on RMSE value as shown in Table 2. The output 

layer had merely 1 neuron, in the form of a vector.   

TABLE 2 

RMSE VALUES IN A NUMBER OF NEURONS OF HIDDEN LAYER 

The Number of Neuron in 

Hidden Layer 
RMSE Value 

The Number of Neuron in 

Hidden Layer 
RMSE Value 

1 0.1281 6 0.1227 

2 0.1274 7 0.1207 

3 0.1254 8 0.1172 

4 0.1248 9 0.1178 

5 0.1217 10 0.1162 

The number of neurons used in the hidden layer was 10. It was due to the consideration 

that forecasting precipitation by means of 10 neurons in the hidden layer has yielded the lowest 

RMSE value, as shown in Table 2. Accordingly, the formed neural network model was NN (16, 

10, 1) with the following architectural design. 

Based on the architectural design in Figure 3, the equation of NN (16,10,1) - GSTAR-

SUR (31) model is as below: 

 ̂                   (  )         (  )         (  )         (  )         (  )  

       (  )         (  )         (  )         (  )         (   )   (3) 

Where  (  ) is the activation function of logistic sigmoid in the hidden unit which is 

defined as follow 

 (  )  
 

    (  )
                    (4) 

   was formed from variables as those in GSTAR-SUR (31) model. It includes the lag of 

precipitation data in each location and the multiplication between cross-covariance location 

weight and the lag itself. The following formula presents some components of    in lag 0. 
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FIGURE 3 

THE BEST ARCHITECTURAL DESIGN FOR NN (16,10,1) - GSTAR-SUR (31) MODEL 
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The followings are the neuron equations in the hidden layer. 
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The reliability measurement of the NN (16,19,1) – GSTAR-SUR (31) model as shown in 

equation (3) was seen from RMSE and R
2 
values. The following Table 3 displays RMSE and R

2
 

values for each location. 

TABLE 3 

RMSE AND    VALUES 

Location RMSE Value    Value 

Junggo 5.7830 0.5967 

Pujon 5.8388 0.6412 

Tinjumoyo 4.7784 0.5957 

Ngujung 4.7486 0.6296 

General 5.3131 0.6177 

The results shown in Table 3 have imparted that NN (16,19,1) – GSTAR-SUR (31) model 

with cross-covariance normalized weight is proper and suitable for forecasting precipitations in 

Junggo, Pujon, Tinjumoyo, and Ngujung. It has been proven by the    value of 61.77%. In 

Pujon, the    value has reached 64.12%. Figure 4 presents the comparison between the actual 

values of precipitation and the precipitation forecasting results in Junggo, Pujon, Tinjumoyo, and 

Ngujung within 6 months, from July to December 2014. 
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FIGURE 4 

PRECIPITATION FORECAST PLOTS FROM JULY – DECEMBER 2014 (A) IN 

JUNGGO, (B) IN PUJON, (C) IN TINJUMOYO, (D) IN NGUJUNG 

Referring to Figure 4, the forecasting results by means of NN (16,19,1) – GSTAR-SUR 

(31) model with cross-covariance normalized weight have approached the actual data, though 

some dots are shown to be apart. However, the patterns resulting from this model are shown to 

resemble the actual data. It has been proven that NN (16,19,1) – GSTAR-SUR (31) model with 

cross-covariance normalized weight is reliable for forecasting precipitations in Junggo, Pujon, 

Tinjumoyo, and Ngujung. 

CONCLUSION 

A neural network constitutes a non-linear model requiring no statistical assumption. 

Along with the development of which, the neural network model has been frequently combined 

with time series and spatiotemporal models. This current research combined neural network and 

spatiotemporal models. One of the spatiotemporal models is the GSTAR-SUR model. The 

weight projected in this current research is cross-covariance normalized weight. This sort of 

weight is deemed suitable for data with high variability. The significant variable in the GSTAR-

SUR model containing cross-covariance normalized weight was used as the input layer of the 

neural network model. The hidden layer made use of 10 neurons fulfilling the criteria of the 

lowest RMSE value and there was 1 neuron used as output. The data were in the form of 10-day 

precipitations in Junggo, Pujon, Tinjumoyo, and Ngujung, during the period of 2005 to 2014. 
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The resulted model for forecasting precipitations in Junggo, Pujon, Tinjumoyo, and Ngujung is 

NN (16,19,1) – GSTAR-SUR (31). The cross-covariance normalized weight on the GSTAR-SUR 

model as input of the neural network model has yielded better forecasting. This model has been 

found to show the highest    value, reaching 61.77%. Accordingly, this model is said to be 

reliable.  To develop the current model and make it very useful for NN-GSTAR-SUR, the next 

research is included subset elements in the NN GSTAR-SUR model to improve forecast 

accuracy. 

Academics and practitioners could use the model we used in our paper in many other 

areas, including, for example, exchange rate (Batai et al., 2017), agriculture (Moslehpour et al., 

2018), tourism and transportation (Thipwong et al., 2020a,b; Tran et al., 2019). Readers may 

read Chang et al. (2017) for other areas that one could apply the model we used in our paper 

other areas. Extensions of our paper include applying the model used in our paper to analyze 

some important issues in other areas. 
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