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ABSTRACT 

Literature reports that more than two-third of enterprise functions are facilitated by 

the implementation of integrated information systems such as an enterprise resource 

planning (ERP) system. However, implementation of this system presents unequal benefits 

and intrinsic challenges to an organization employing the system to gain reformation and 

competitive advantage. Consequently, mitigating these challenges is paramount to the system 

success and to circumvent the highly recorded system failure rates. This paper investigates 

the determinants that have been reported in literature for successful implementation of ERP 

systems. The study used data of critical success factors (CSFs) harvested from 127 research 

studies conducted from 2001 to 2019. The multiple correspondence analysis (MCA) 

technique was applied to highlight the significance of critical factors for the successful 

implementation of ERP systems. The study identified 29 dimensions of CSFs using the MCA, 

which indicates an affiliation among different CSFs that are deleterious to the 

implementation success of ERP systems. The main result of this study is a signal that some 

CSFs have combined effects on successful implementation of ERP systems. Consequently, it is 

essential to use an advanced statistical technique to corroborate the associations among 

CSFs.  

Keywords: Binary Data, Enterprise Resources, Multiple Correspondence, Resource Planning, 

Success Factor. 

INTRODUCTION 

The rapid advancement of information communication technology (ICT) coupled with 

the pervasiveness of big data have induced the implementation of ERP systems in many 

organizations globally (Al-Fawaz et al., 2010). Globalization and automation have been 

identified as one of the formidable forces among the main reasons for the acceptance of ERP 

systems in organizations (Arnold, 2018; Thompson et al., 2018; Kolezakis, 2019). However, 

the drive for ERP system implementation that is undertaken by many organizations has not 

been flawless as portrayed by the information technology evolution (Thompson et al., 2018).  

There have been reports on challenges and dissatisfaction such as the high failure 

rates with implementation of ERP systems (Trigo et al., 2014; Arnold, 2018; Thompson et 

al., 2018; Epizitone & Olugbara, 2019). These phenomena have led to the concept of CSFs as 

an attempt to surmount those challenges (Gandhi, 2015). Nevertheless, despite the 

proliferation of this concept, the identified CSFs have been reported to be too many, resulting 

in the creation of a puzzle rather than a solution to practitioners (Saxena & McDonagh, 

2017). The number of the identified CSFs was highlighted by Martin & Huq (2007) to be too 

large for consideration, thereby producing little knowledge from too many variables. 
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Furthermore, CSFs have been reported to be closely associated (Frimpon, 2011; Saxena & 

McDonagh, 2017) and not filtered comprehensively to incorporate diverse perspectives (Al-

Fawaz et al., 2010). Hence, the novel application of multiple correspondence analysis (MCA) 

to the study of CSFs for the first time is craving. It serves as a dimensionality reduction tool 

(Lê et al., 2008; Ayele et al., 2014; Dungey et al., 2018; Dhalmahapatra et al., 2019) that 

conducts the analysis of high dimension data and explain the associations among CSFs of 

ERP system implementation (Beh & Lombardo, 2019). 

Many previous methods employed in different studies of CSFs for implementation of 

ERP systems have been infatuated on the segregation of success actors rather than looking at 

a holistic nature. Moreover, extant studies on the identification of CSFs are reported to be 

mostly theoretical analysis with the applications of few scientific methods such as cross-

impact analysis, matrice d'impacts croisés Multiplication appliquée à un classement 

(MIMAC), advanced impact analysis (ADVIAN), meta-heuristic and exploratory factor 

analysis (EFA) (Mphahlele et al., 2011; Ram et al., 2014; Thompson et al., 2018; Hentschel 

et al., 2019; Epizitone & Olugbara, 2020). However, these methods have been centred on 

specific aspects that considered CSFs for implementation of ERP systems isolated from the 

clustered of the identified CSFs by classification and ranking. Hanafizadeh et al. (2010), 

censure previous studies for the lack of proposition on a unique methodology in their 

attempts to identify various CSFs for successful implementation of ERP systems. Hence, the 

application of MCA that overcomes the shortcomings of the previously used methods is 

desiring. The main advantage of MCA is the ability to holistically analyse large CSFs and 

provide insight into the associations that exist among the CSFs for successful implementation 

of ERP systems.  

This paper is further presented in the following sequence based on the aforesaid 

discussion, after providing the introductory message with reference to extant studies. The 

next section provides a discussion on material and methods of the study. The details of the 

results and discussion are thereafter presented, whilst the paper is finally concluded by 

summarising the study results. 

MATERIAL AND METHODS 

The study design comprises of the materials on CSFs research papers spanning the 

periods from 2001 to 2019. Clustering a total of 205 CSFs from 127 studies, which were 

obtained from databases that include, but not limited to the online journals listed on the Web 

of science, Elsevier, and Springer. The CSFs were first prepared as indicator matrix using the 

Microsoft excel. The data matrix is of dimension m x n, where m is the total number of 

research papers collected over the stipulated periods and n is the total number of factors 

identified in all papers investigated. Each entry of the data matrix is such that if a factor is 

cited in a paper to be a success factor of an ERP system implementation, it would receive a 

score of 1 and 0 otherwise. The numerical values of 1 and 0 represent the presence and 

absence of a factor in a paper respectively when compiling the CSFs (Ahmad et al., 2012). 

This research data harvesting approach is novel for obtaining reliable and validated scientific 

evidence from published research papers and the harvested data are readily amenable to 

MCA. Consequently, the indicator matrix serves as an input to the MCA algorithm 

implementation in the FactorMineR open source dada analytic programming language.  

MCA is a multivariate extension of the correspondence analysis (CA) that 

investigates the associations among various categorical variables (Ayele et al., 2014; Corral-

De-Witt et al., 2019; Siddiqu et al., 2019). CA is one of the exploratory data analysis 

techniques that is used on a single cross-tabulated categorical data that are either nominal or 
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ordinary (Nenadić & Greenacre, 2007; Ayele et al., 2014; Dungey et al., 2018). It produces 

unexpected dimension and associations that can be analytical and visually represented (Ayele 

et al., 2014). CA has been employed in multiple research domains with authors redefining 

and rediscovering the method that leads to an equivalent resolution (Greenacre & Blasius, 

2006; Ayele et al., 2014; Dungey et al., 2018; Beh & Lombardo, 2019). CA is similar to 

principal component analysis (PCA) or factor analysis (FA) that considers the geometric 

definition rather than statistical definition (Nenadić & Greenacre, 2007; Siddiqu et al., 2019). 

In general, CA simplifies the manipulation of complex data graphically representing 

associations of categorical data under analysis. The graphical representation presents the 

cutting edge of CA over other methods because it facilitates analysis that detects the 

associations among factors (Ayele et al., 2014).  

A distinctive differential between CA and MCA is that CA focuses on a simple cross-

tabulated categorical data of not more than two categorical variables that lead to a 

contingency table in contrary to PCA that is used on quantitative variables  (Nenadić & 

Greenacre, 2007; Lê et al., 2008; Dungey et al., 2018). However, MCA extends the CA 

application to more than two categorical variables as a generalization of PCA for categorical 

data revealing patterns in data sets that are complex in nature (Lê et al., 2008; Ayele et al., 

2014; Dungey et al., 2018; van Horn et al., 2019). MCA uses a geometrical approach to 

locate each variable within a data set in the analysis as a point within a low dimension space 

(Ayele et al., 2014). By assuming the variables in a matrix to represent a high-dimensional 

Euclidean space, MCA reduces it to a new dimensional space, resulting in synthetic 

dimensions (van Horn et al., 2019). MCA maximizes the scores of variables to identify 

associations and proximities among variables and individual observations respectively 

(Dungey et al., 2018).  

The standard approach to MCA is fundamentally based on indicator matrix    
       of dimension    . In the specific case of this study, the number of CSFs is considered 

as k categorical variables with each variable having    levels, the sum of the    is equal to J 

and there are presence of I individual observations in the data set. The direct application of 

CA on the indicator matrix will yield two factor scores obtained from single value 

decomposition (SVD), one computed for the matrix rows and the other for the columns. The 

factor scores are generally scaled such that their variance is equal to their corresponding 

eigenvalue. The first important step of the analysis is the computation of the probability 

matrix         , where N is the grand total, which is the sum of the rows and columns of 

the indicator matrix. The diagonal matrices for the vector r of the row totals and the vector c 

of the column totals are respectively defined by            and           . The factor 

scores are then computed using the following SVD: 

        
                     (1) 

Where ∆ is the diagonal matrix of the singular values and      is the matrix of the 

eigenvalues. The row and column factor scores (K, L), squared distance (dr, dc) from the 

rows and columns to their respective barycenter, squared cosine (         ) between row i and 

factor l as well as between column j and factor l, the contribution (      ) of row I to factor l as 

well as column j to factor l and the supplementary elements (Fsup, Gsup) are subsequently 

obtained by applying equations (2) to (11) (Abdi & Valentin, 2007; Nenadic & Greenacre, 

2007; Corral-De-Witt et al., 2019). 

    
             (2) 
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The     dimensional Burt matrix       associated with indicator matrix is 

important in the MCA because applying CA to the Burt matrix provides the same factor 

scores as the analysis of X. However, it is easier to compute a better approximation of inertia 

that is explained by the factor, contrary to eigenvalues of the indicator matrix (Abdi & 

Valentin, 2007; Corral-De-Witt et al., 2019). The FactorMineR software was used along with 

the supporting library packages such as ggplot2 and corplot to achieve better visualization 

and graphical illustration effects (van Horn et al. 2019). 

RESULTS AND DISCUSSION 

The visualization output of MCA is essentially obliging in illustrating the associations 

among CSFs and their occurrences in the related studies. The MCA results divulge 

associations among the CSFs in relation to the studies (Parchomenko et al., 2019). In this 

study, we have considered 127 observations/research papers (I), 205 variables/CSFs (Q) and 

2 categories (J), resulting in an indicator matrix of dimension 127 × 205. The MCA reduced 

the high dimensional data space of 127 × 29 to low dimensional data space of 127 × 29. The 

total variance percentage for each dimension is explained by the inertia (eigenvalue). The 

first three dimensions display a higher percentage variance than the rest. Table 1 presents 29 

dimensions that accounted for a cumulative variance of 75.31%. The first three dimensions 

only accounted for 24.68% of the cumulative variance. Consequently, considering these three 

dimensions only, will imply a loss in about 50% of the categorical information. 

TABLE 1 

EIGENVALUES FOR 29 DIMENSIONS 

Dim Eigenvalue Percentage of variance 
Cumulative percentage of 

variance 

dim 1 0.1369 13.6935 13.6935 

dim 2 0.0574 5.7374 19.4309 

dim 3 0.0525 5.2512 24.6821 

dim 4 0.0476 4.7643 29.4464 
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dim 5 0.0410 4.1011 33.5475 

dim 6 0.0333 3.3339 36.8814 

dim 7 0.0267 2.6726 39.5540 

dim 8 0.0253 2.5348 42.0889 

dim 9 0.0243 2.4329 44.5217 

dim 10 0.0230 2.3044 46.8261 

dim 11 0.0216 2.1615 48.9876 

dim 12 0.0214 2.1394 51.1269 

dim 13 0.0204 2.0412 53.1681 

dim 14 0.0184 1.8445 55.0126 

dim 15 0.0184 1.8351 56.8477 

dim 16 0.0173 1.7338 58.5815 

dim 17 0.0162 1.6184 60.1999 

dim 18 0.0158 1.5770 61.7770 

dim 19 0.0148 1.4827 63.2596 

dim 20 0.0147 1.4672 64.7268 

dim 21 0.0142 1.4186 66.1454 

dim 22 0.0135 1.3493 67.4947 

dim 23 0.0127 1.2657 68.7604 

dim 24 0.0119 1.1940 69.9545 

dim 25 0.0117 1.1736 71.1281 

dim 26 0.0109 1.0938 72.2219 

dim 27 0.0105 1.0512 73.2731 

dim 28 0.0104 1.0424 74.3155 

dim 29 0.0100 1.0018 75.3173 

Figure 1, the scree plot shows the first 10 dimensions in the analysis to address this 

loss. The scree plot takes into consideration the dimensions and their percentage variances 

shown in Figure 1. The first 10 dimensions in the scree plot explain 46.83% variance with a 

gradual decrease afterwards down the dimensions. 

 

FIGURE 1 

SCREE PLOT FOR 10 DIMENSIONS 

Table 2 shows the inertia results of the first 10 dimensions explained in percentage of 

unity from the number of the nonzero singular value of the indicator matrix. In this study, we 

have considered only dimensions with percentage inertia above or equal one and presented in 

Table 1. Considering the supplementary variables, the critical studies with 127 level, a 
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resultant matrix of 69199 elements is produced (J × Q), which is 127 × 537. Incorporating the 

factors, only result in the first five inertias to increase at a percentage of 14.08, 6.19, 5.70, 

5.20 and 4.50. These results show a contrast to the first matrix with inertia percentages for the 

first five dimensions of 13.70, 5.70, 5.20, 4.80 and 4.10. For the analysis, the value of each 

principal inertia is expressed as a percentage of the total inertia. These inertias enumerate the 

amount of variation accounted for by each of the corresponding principal dimensions. 

TABLE 2 

SOME PRINCIPAL INERTIAS AND EXPLAINED INERTIA FOR THE MCA ON INDICATOR 

MATRIX 

 
DIM1 DIM2 DIM3 DIM4 DIM5 DIM6 DIM7 DIM8 DIM9 DIM10 

λs 0.137 0.057 0.052 0.048 0.041 0.034 0.027 0.025 0.024 0.023 

Explained inertia 

(in % of unity) 
13.7 5.7 5.2 4.8 4.1 3.4 2.7 2.5 2.4 2.3 

The components for the individual rows and columns are the decomposition of the 

principal inertia. The contribution of each variable from the decomposed rows and columns 

explains the dimensions and displays quality in the reduced space for each point. The various 

aspects express in percentage explain the approach used to identify the dimensions. These are 

in relation to the corresponding points of the inertia in full space assisting the assessment of 

the proximities of individual points to the dimensions. The relative contribution of each of the 

dimension can be identified from the Table 1 by the percentage variation. The contribution 

decreases down the dimensions with the preceding dimensions possessing more than the 

subsequent dimensions. To further explain the global pattern of proximity within the data set 

are revealed in the plot with rows and columns representing blue points and red triangle 

respectively in the biplot for the first two dimensions as shown in Figure 2. 

 

FIGURE 2 

MCA BIPLOT 

This result shows the clusters contributing for the first two dimensions, which are 

greater than the following dimensions. For the CSFs, the coordinates are used to create the 

plot (Figure 3) to illustrate the contribution that defines the dimensions. The squared cosine 

shows the presentation quality for the variable (Figure 4) F81 among other CSFs with high 

cosine 2 clusters to the far bottom right. 
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The variability in the data set of CSFs can be clearly visible in Figures 5 and 6, 

showing the highest contributions of variables that contributed 2.7 to 1.5 to the first and 

second dimensions. The CSFs: F31 Professional training services, F32 Setting realistic 

deadlines, F37 User participation in defying new processes, F58 Deep understanding strategy, 

F60 Former major change experience, F81 Business change is first to be considered, F85 

Level of implementation acceleration, F139 Opportunities for growth and F146 Data model is 

compatible with data requirements, explain the high variability in dimension 1 with the input 

of 2.7. These factors also have a positive v.test of 9.8 indicating their distribution in the first 

dimension and the direction as shown in Figure 5 moves above the 1 mark. The dimension 

grouping suggests that certain implementations of ERP systems can successfully take into 

consideration these factors at the setting that is required. 

 

FIGURE 3 

VARIABLES IN THE FIRST TWO DIMENSIONS 

 

FIGURE 4 

COS2 THE VARIABLE REPRESENTATION QUALITY 

The contribution of other CSFs to the dimension one is highly significant with a 

contribution of 2.1 for F20 Management of conflicts, F117 Using ERP to fulfil cross 
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functional areas and 125 System cross functionality. The other critical factors with a 

contribution of 1.7 to 1.6 to the dimension are F99 Willingness to become involved, F102 

Resolving political conflicts (Political influence) and F155 Planning the package selection 

process. The contribution for dimension 2 comes from the following CSFs: F118 End users' 

attitudes with 4.0, F133 ERP easy to learn (Learnability/awareness) with 3.6, F178 

Availability of reliable data networks with 3.4 and F13 Assign responsibility/Clear roles & 

responsibilities with 2.6. Dimension 3 top contribution of 4.5 comes from F128 Systems 

Changes and Upgrade, F181 System’s Response Time to Users’ Requests and F184 

Availability of applications because of Obsolescence of Hardware and Software. 

 

FIGURE 5 

MCA FACTOR MAP FOR DIMENSION 1 CSFS 
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FIGURE 6 

CONTRIBUTIONS TO DIMENSIONS 

It can be noted that while each dimension loads a high percentage for a certain CSFs, 

in turn, it reduces the contributions of other dimensions and vice versa. For instance, the CSF 

F37, which is the participation of user in defying new processes for 5 dimensions are 2.739, 

1.564, 0.003, 0.110 and 0.0058. These contributions highlight the variability of the CSF and 

indicate a varied level of significance across different implementations of ERP systems. 

In addition, the MCA biplot for the dataset of this study reveals different categorical 

variables involved and their contributions. Figure 7 shows the individual active variables 

(blue) and categories (red) and the contributions of the related studies. The supplementary 

individuals (dark blue) and categories (dark green). From the biplot for the first two 

dimensions, the supplementary individual (dark blue) representing the studies can be seen 

with the P 69 for Shaul & Tauber (2010) standing out. 

 

FIGURE 7 

MCA BIPLOT FOR DIMENSIONS 1 AND 2 (19.43%) 

The squared cosine (Figure 8) shows the studies conducted by Nah & Delgado (2006), 

Shaul & Tauber (2010) and Kalema et al. (2014) to have significantly contributed to the first 

five dimensions. There was a significant contribution to dimensions 1 and 2 from Shaul & 

Tauber (2010) who investigated 94 CSFs compilation from journals, proceeding and books 

from the previous decades. The cosine metric provides a range of CSFs that could be 

considered by both researchers and practitioners for flawless implementation of ERP systems. 

Hence, the importance of this study confirms the high contribution to the first and second 

dimensions. Kalema et al. (2014) contributed most to dimensions 3 and 4. Their study 

determines and characterizes the CSFs influencing the effective usage of ERP systems using 

a combination of techniques. They identified 43 CSFs narrow down to 37 CSFs with the 

analysis of factor impact on each other. The most contribution to the firth dimension is from 

the study conducted by Nah & Delgado (2006) on the comparison of CSFs on 

implementation and upgrade of ERP systems. They identify 7 categories and noted 
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similarities between upgrade and implementation of ERP systems. The contributions to these 

dimensions highlight the associations of the CSFs to the implementation of ERP systems, 

providing different dimensions and ranking of CSFs for successful implementation of ERP 

systems. 

 

FIGURE 8 

CONTRIBUTIONS OF INDIVIDUAL STUDIES TO DIMENSIONS 1 TO 5 

CONCLUSION 

The application of MCA in investigating CSFs for successful implementation of ERP 

systems is introduced in this paper for the first time. This technique ascertains the clusters 

from within a dataset containing categorical data with common characteristics as in the case 

of the datasets used in this study. Permitting the graphical illustration of the information in 

the datasets, an intuitive association among the variables is provided by the MCA. The 

associations among the diverse CSFs and previous studies were identified in dimensions 

determined by the analysis. In what follows, 75.31% of the variability and association of the 

variables could be seen in the 29 dimensions identified in Table 1. The MCA plots visually 

display the different associations that exist among the CSFs and previous studies for each 

dimension. A cumulative variance of 33.54 % was presented by the first 5 dimensions with 

individual variances of 13.7, 5.7, 5.2, 4.8 and 4.1. The MCA plots tremendously summarise 

the associations among the variables with the aid of the scree plot showing the different 

inertias that explain the level of incidence of each direction of a dimension. MCA was used 

as a tool to determine the categories of associations within the clustered CSFs among the 

different factors. 

This paper presents a consolidated perspective on the variability of CSFs, which 

supports the call to explore implementation challenges of ERP systems to mitigate high rates 

of system failure. Furthermore, highlighting the need to consider associations among CSFs 

and methods of management, instead of flouting and trade-off their significance in the 

implementation of ERP systems. The criticality of these factors to ERP system 

implementation is seen from these dimensions, as neglecting the variability of CSFs will 

conspicuously result in a failed system. On the other hand, paying attention to individual CSF 
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in a setting within the context of implementation is seen as an effective measure to mitigate 

system failure while reaping the intrinsic benefits of a successfully implemented ERP system. 

Given the diversity of CSFs, it is therefore, essential not to isolate these factors, but rather to 

consider giving significant attention to the individual factors in a cluster for a maximum 

effect in a system implementation. In plain expression, no two system implementations are 

the same and factors that will be deemed critical in one organization setting may not be for 

another setting. Hence, practitioners and managers should consider the variability of CSFs 

and explore to the advantage of the organization using novel and robust method such as MCA 

with visual appealing effects, instead of being scared and confused because of the large 

number of CSFs identified in the literature. 
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