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ABSTRACT

We studied regime-switching behaviour of the volatility of the returns from the ZAR/USD exchange rate for the period January 4, 2002 to December 31, 2017. The results showed that, contrary to mainstream approaches for estimating volatility using GARCH (1,1) there are clear regimes in the returns which necessitate regime switching models. The results further revealed that the Markov regime switching model GARCH (1,1) with skewed student-t innovations is superior in capturing the heteroscedasticity of the returns. The deviance information criteria were used as a selection metric from among six candidate models.
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INTRODUCTION

In his opening speech to receive the 2003 Nobel Prize for Economic Sciences, Engle (2004) has this to say: "The advantage of knowing about risk is that we can change our behavior to avoid them" (p.1). For countries, the risk of falling into currency crises remains a concern for central bankers, traders and ordinary citizens. Foreign currency issues have regained renewed focus over the past three decades in response to growth in international trade when the World Trade Organization came into being. Major exporting nations like Germany, Norway and China have had trade surpluses against their trading partners leading to the appreciation of their currencies. For the rest of the world especially in the emerging and developing world, currency crisis has come to define their macroeconomics (Dornbusch et al., 1995; Kaminsky et al., 1998; Glick & Rose, 1999). Economic crisis in these countries invariably have roots in the depreciation of local currencies against those of major trading partners. At other times, fixed exchange rates have led to overvalued currencies, distorting a country's market and trade dynamics through trade imbalances, shortage of foreign exchange, the proliferation of black markets eventually leading to massive devaluation of currencies with its attendant problems.

South Africa has maintained a floating currency regime, a holdover from the economic policies of the apartheid era. Policy directions from the South African Reserve Bank, activities of currency speculators, the politics in the country, the unrest and strikes on the labour front, the public sector debts and the increasingly erratic weather patterns affecting agricultural exports have all led to a chequered history for the rand against major trading currencies (Bhundia & Ricci, 2005). When the economy is on the mend, the rand performs well against all major currencies. Unfortunately, the past few years have seen the rapid depreciation of the rand following the persistent threats by international rating agencies to downgrade the country's sovereign rating. The rand, thus, seems to undergo booms when it strengthens against major currencies and busts when it experiences sharp falls. Tellingly, therefore, any attempts at capturing the heteroskedastic behaviour of the rand has to incorporate regime switching since the
fortunes of the rand closely follow the developments in the underlying ups and downs of the economy.

Incorporating switching into volatility modelling of currencies is justified on the grounds of the presence of heterogeneity in financial data. Yamamoto and Hirata (2013) documents investor behaviour in markets and saw that investors regularly switch strategies in trading in response to markets conditions. These conditions are in response to the changing environment of trading which necessitates firms strategise at least to avoid losses. This is evidence of periods that can be stair-cased as low, medium or high volatility regimes. Thus volatility models that account for such idiosyncrasies in the data will likely outperform their single regime counterparts (Huang and Zheng, 2012; Huang et al., 2013; 2010). Indeed, Chiarella et al. (2012) demonstrated the power of regime-switching models are better at forecasting out-of-sample and also possess more explanatory power in-sample. Similar findings can be found in de Jong et al. (2010). Foreign exchange predictions using structural exchange rate models are particularly poor. There is evidence in the literature of regime-switching models improving the predictive ability of the forecasts and offers a better explanation of the observed behaviour of currencies (Goutte and Zou, 2011).

Regime switching behaviour of the exchange rate of the rand against the US dollar is not trivial for the South African economy. The economy exports lots of natural resources at the same time as it imports finished goods from its trading partners. Much of the debt of the government is also denominated in US dollars which increases in real value when the rand weakens against major currencies. An unstable rand causes dislocations in the economy. A weaker rand leads to uptick in inflation. Its effects also ripple across the financial markets as investors activate strategies to balance their portfolios, moving in and out of various asset classes. Knowing the cycles the currency goes through is necessary for planning by monetary policymakers and fiscal planners.

In this study, we used the daily exchange rates of the rand against the dollar for a sample period from January 4, 2002 to December 31, 2017 to investigate the presence of regime switching in the volatility dynamics of the returns by fitting a Bayesian Markov regime switching and GARCH (1,1) models to the data using various innovations. We used the deviance information criteria (DIC) to select among the six candidate models. We found that the two-regime Markov regime switching GARCH with skewed student-t innovations fit the data better than the other models. Our approach does not seek an explanatory model per se of regime switching in the data. Thus we used Bayesian analysis to make up for potential omission of any variable that might influence regime switching in the data generation process.

Our findings are novel on two grounds. First, it is probably the first study as far as our knowledge of the literature on volatility models of the ZAR/USD is concerned, to have incorporated Bayesian analysis into regime switching in modeling of heteroscedasticity of the South Africa rand. Secondly, the study did not only investigate issues of structural changes in the volatility of the exchange rate, but we actually characterised it with a model and specified the appropriate number of regimes. This is a clear departure from earlier studies of Frankel (2007) and Akinboade and Makina (2006) which analysed the structural changes in the volatility of the ZAR/USD exchange rate.

The organization of the rest of the study is as follows. Section 2 discussed the literature on the South African economy and how this affects the volatility of the rand and the choice of the appropriate model to capture these characteristics. Section 3 presents the regime switching models used in building the volatility model. Additionally we discussed the technical issues
involved in estimating model parameters. Data analysis, model comparison and model choice are presented in Section 4. Section 5 summarises the study results and provides recommendations to practitioners and policymakers.

LITERATURE REVIEW

The South African economy, with a GDP of USD 294.8 billion in 2016 (World Bank, 2018) remain the most advanced economy in Africa. Being an open economy with a floating exchange regime, its currency, the rand, bobs around with the country's economic, social and political developments. After the brief period in 1998 when the rand came under attack from speculators primarily due to the uncertainty of the post-apartheid economic direction, the performance of the currency have followed largely the improvements or deteriorations of the country's economy, politics and social state of affairs. Economies naturally go through cycles with periods of boom generally associated with growth and bust seen a slowdown in the economy.

Mining and agriculture are the main foreign exchange earners for South Africa. The prices of minerals follow the commodity cycle with world demand raising the prices of metals, the main South Africa export. Global demand for export commodities influences by far the performance of the rand against the currencies of major trading partners. Bah and Amusa (2003) found significant impact of trade with South Africa's largest trading partner, the United States, on the real exchange of the rand against the dollar. However, these exports suffer from disruptions due to social unrests and strikes leading to closure of mines (Alexander, 2013). This invariably leads to depreciation of the rand. For example, the Association of Mineworkers and Construction Union led a costly strike in late 2014 curtailling the production of platinum for five months. This saw the rand spike against the dollar to settle between R11.25/USD-R10.60/USD (Quarterly Bulletin, 2014).

Given the above underlying developments, volatility dynamics of returns of the ZAR/USD should naturally be characterised by regime switching rather than the traditional GARCH of Engle (1982) and Bollerslev (1986). Yuan (2011) mentions the presence of trend persistence in exchange rate returns and the difficulty of capturing this stylised fact with traditional GARCH models. Non-linearities observed in other financial time series such as volatility clusters tend to predominate returns of foreign exchange trades (Sarantis, 1999). Kilian and Taylor (2003) list additional factors such as the existence of large deviations from macroeconomic fundamentals, the persistence of these deviations over time and the short-term volatility of deviations from fundamentals, as making the choice of models for modelling and forecasting work more challenging in the market for currencies. Using the appropriate frequency of exchange rate data, Cheung and Erlandsson (2005) found favour with the regime-switching model in describing the heteroskedastic characteristics of dollar-based exchange rates of three currencies. The regime switching model captures the nonlinear and changing nature of exchange rate returns and has better statistical properties than its counterparts like the vector autoregressive (VAR) model (Kumah, 2011). Goutte and Zou (2013) also provided support for the superiority regime switching of exchange rate returns noting that a two-regime approach is better than multiple regimes in capturing the rich volatility dynamics. Perhaps the success of regime switching models is mainly due to their ability to capture heteroscedasticity that is 'regime aware'.

Regime switching has been applied to explanatory models in the econometrics literature too. Panopoulou and Pantelidis (2015) used an explanatory model that applied regime switching
to explain the recurring collapsing bubbles of the exchange rate of the pound sterling to US dollar in the post-1973 period. They compared the performance of this to the random walk model using six explanatory variables and concluded that regime-switching models are more accurate in statistical terms and provided better economic evaluation criteria for exchange rate forecasts. This finding is also supported by Wilfling (2009). Econometricians thus routinely recommend the use of switching models of modelling and forecasting volatility dynamics of the foreign exchange rates (Lee & Chen, 2006; Engel, 1994).

**MODEL SPECIFICATION**

For a given vector of de-meaned return \( s_{t} \) \( 1 \leq t \leq T \), if we have \( k \) non-overlapping regimes when describing the underlying data generation process, then we can specify the Markov regime switching GJR (1,1), which is a modified version of Glosten (1993) incorporating regime changes as:

\[
\sigma_{k,t}^2 = \alpha_{0,k} + (\alpha_{1,k} + \alpha_{2,k} \mathbb{1}_{(y_{t-1} < 0)}) x_{t-1}^2 + \beta_k \sigma_{k,t-1}^2,
\]

where \( \mathbb{1}_{(\cdot)} \) is the indicator function with a value of 1 if the condition holds and zero otherwise. The GARCH parameters \( \alpha_{0,k}, \alpha_{1,k}, \alpha_{2,k} \) and \( \beta_k \) constitute the multi-dimensional vector of the parameter space \( \vartheta_k \) which is to be estimated. The normal GARCH conditions, \( \alpha_{0,k} > 0, \alpha_{1,k} > 0, \alpha_{2,k} \geq 0, \beta_k \geq 0 \), are imposed to ensure the variance is strictly positive. We require \( \alpha_{1,k} + \alpha_{2,k} E \left[ \eta^2_{k,t} | \eta_{k,t} < 0 \right] + \beta_k < 1 \) to guarantee that the returns in each regime is covariance-stationary. The choice of the GJR-GARCH was informed by other studies of currency volatility; for example Matei (2009) and Makenzie (2002).

**Model Estimation**

We estimate the models parameters via either maximum likelihood estimation (MLE) or Markov chain Monte Carlo (MCMC). For both approaches, we evaluate the likelihood given by:

\[
\mathcal{L}(\Phi | x) = \prod_{t=1}^{T} g(x_t | \Phi, I_{t-1}).
\]

with \( g(s_t | \Phi, I_{t-1}) \) as the density of \( s_t \) given the filtration \( I_{t-1} \) and the vector of model parameters \( \Phi \). The regime-switching GARCH conditional density for the returns, \( x_t \), is specified as:

\[
g(x_t | \Phi, I_{t-1}) = \sum_{i=1}^{K} \sum_{j=1}^{K} p_{i,j} \lambda_{i,t-1} g_D(x_t | s_t = j, \Phi, I_{t-1})
\]

where \( \lambda_{i,t-1} = P(s_{t-1} = i | \Phi, I_{t-1}) \) gives the filtered probability of regime \( i \) at a time \( t-1 \). Billio and Cavicchioli (2017) point out the difficulties in estimating MSGARCH models based on maximum likelihood. Augustyniak (2014) solved this problem by making modifications to the MLE procedure. This we find very problematic. We desire a consistent approach to estimating parameters of regime switching models. We therefore adopt the Bayesian MCMC approach of Bauwens et al. (2010) which was earlier suggested by Das and Yoo (2004).
Bayesian methodology, our inferences are going to be made on sampling of the posterior generated with the adaptive random-walk Metropolis sampler of Vihola (2012).

DATA ANALYSIS

Exploratory Data Analysis

We collected data on the daily ZAR/USD exchange rate for the sample period spanning January 04, 2002 to December 29, 2017, giving us 3998 data points. This period we hope is long enough to uncover any abrupt changes in the trends in the exchange rates. We did a time series plot as shown in Figure 1 to assess the patterns and trends in the exchange rate levels over time.
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**FIGURE 1
TIME SERIES OF THE ZAR/USD EXCHANGE RATE**

We can see the continued appreciation of the rand against the dollar from January 2002 to about the fourth quarter of 2003 at slightly below 6 rand to the dollar. From there, it depreciated a little finding itself in the range between 6 and 8 rand to the dollar till the middle of 2008 when it shot up violently remaining volatile until the end of first quarter of 2009 when it recovered pushing strongly against the dollar. This gains against the dollar continued hitting 7 rand to the dollar at the end of the first half of 2011 before embarking on its longest period of depreciation against the dollar at the beginning of the second half of 2011 to its peak period at nearly 17 rand at the beginning of 2016. 2016 and 2017 saw a slightly trending down where the rand recovered somewhat with the rate hovering between 13 and slightly above 14 rand to the dollar at the end of our sample period. The average rate of the exchange rate is 9.0905 rand to the dollar.

We calculated the returns, $r_t$, by taking the log-differences of the exchange rates. To prevent numerical instability resulting from small numbers, the resulting demeaned returns were converted to percentages before analysis. A plot of these returns in Figure 2 shows the returns on the ZAR/USD have been extremely volatile at times.
A visual inspection of the graph in Figure 2 shows the returns series to be covariance-stationary. Volatility clustered are very common in the returns. Comparing Figures 1 and 2, we see a rise in volatility with the depreciation of the rand against the dollar. Volatility was particularly elevated at the end of 2007 to the first quarter of 2008.

We show the distribution of the returns in a histogram on which is imposed a normal curve in Figure 3. The distribution of the returns is nearly symmetrical about zero. Symmetry in the distribution of returns to foreign exchange has been observed by numerous studies that have attributed this phenomenon to interventions by central banks (see for example Perera et al., 2006; Neely, 2001). Another likely reason is the practice of forex traders placing stop-loss orders on trades when volatility exceeds certain limits. Again the distribution shows fat-tails to the right.

Cotter and Dowd (2007) studied the phenomenon of fat-tails in forex returns and attributed it to market orders and limit orders. Table 1 presents some descriptive statistics from the returns data series.

<table>
<thead>
<tr>
<th>Statistic</th>
<th>Mean</th>
<th>Sd</th>
<th>median</th>
<th>Min</th>
<th>Max</th>
<th>Skew</th>
<th>Kurtosis</th>
</tr>
</thead>
<tbody>
<tr>
<td>Value</td>
<td>0</td>
<td>1.14</td>
<td>-0.06</td>
<td>-7.4</td>
<td>10.55</td>
<td>0.56</td>
<td>4.22</td>
</tr>
</tbody>
</table>

A kurtosis of 4.22 shows the distributions departs from normality. If the returns are normally distributed, we should expect kurtosis to be three. We confirmed this by testing for normality using the Jarque-Bera test which gave us a $\chi^2 = 3188$ with a p-value of nearly zero.

To build GARCH models, we need to confirm the presence of GARCH effects in the data. The Engle-LM test with the null hypothesis of no ARCH effects for 12 lags was conducted. The test gave a $\chi^2 = 476.45$ and a p-value of almost zero confirming the presence of GARCH effects.
FIGURE 3
DISTRIBUTION OF RETURNS OF THE ZAR/USD EXCHANGE RATE

Estimation of MSGARCH Model

We estimated six Bayesian regimes switching GJR (1,1) made of two and three-regimes with both student-t and skewed student-t innovations. We then used the MSGARCH package of Adia et al. (2016) on the R statistical language platform (R Core Team, 2016). The choices are informed by the distribution in Figure 3. We took account of the heavy-tails in the distribution and leverage effects which are normally associated with forex trading (Bredin and Hyde, 2004; Giot & Laurent, 2004). This actually informed our choice of the student-t and skewed student-t errors in modelling. Currency traders routinely employ leverage in trading. This leverage effect is dominant in carrying trades (Acharya and Steffen, 2015).

For the MCMC, we specified 12500 iterations with a burn-in of 5000 and three chains. Some researchers have recommended a burn-in of 4000 (Raftery & Lewis, 1992). Markov chains are not truly independent and identically distributed (Cowles & Carlin, 1996). The idea of thinning Markov chains remains controversial in Bayesian statistics. Some authors, for example, Ruppert (2011); Hadfield (2010); O'Hara and Sillanpää (2009), recommend thinning the posterior draws to reduce the autocorrelations. There is no gold standard for the length of thinning in Bayesian literature (Toft et al., 2007). Others such as Owen (2017) and Geyer (1992) have issues with the usefulness of thinning. Notwithstanding that, we followed the guidelines provided by
Spiegelhalter et al. (2003), Brooks et al. (2003) and Gelfand (2000) and chose a thinning length of 10. The graphs of the resulting conditional volatility of our models is as shown in Figure 4.
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**FIGURE 4**

VARIOUS REGIMES WITH THE SELECT INNOVATIONS OF GJR (1, 1)

Model Diagnostics and Fit

We rely on the deviance information criteria (DIC) of Spiegelhalter et al. (2002) as model fit statistics to select the appropriate and parsimonious model from among the lot. Table 2 displays the DIC for each model.

<table>
<thead>
<tr>
<th>Model</th>
<th>DIC</th>
</tr>
</thead>
<tbody>
<tr>
<td>3-regime GJR (1,1) with skewed student-t innovations</td>
<td>16318.92</td>
</tr>
<tr>
<td>3-regime GJR (1,1) with student-t innovations</td>
<td>38493.42</td>
</tr>
</tbody>
</table>

Table 2

COMPARISON OF DIC OF THE MODELS
From Table 2, we select the two-regime GJR (1,1) with skewed student-t innovations as the model that best describes the data generation process of the heteroskedastic behaviour. This model provides proof of our suspicion of skewed fat-tails in the distributions of the data. The unconditional volatility of the regimes displayed in Table 3 shows there are clear regimes in the ZAR/USD returns.

The single regime seems to average out the unconditional volatility through some complex averaging scheme. This hides the true evolution of the volatility states of the returns series.

A posterior predictive check of the good-of-fit of our model is necessary in order to draw valid inferences based on the model. We look at the acceptance rate of the MCMC sampler which is 28.4%. This falls within the range of 20%-50% rate recommended by Roberts and Rosenthal (2009). We look at the convergence of the Markov chains by relying on the relative numerical efficiency (RNE) in Table 4. All the values are less than one. This is in line with the recommended values of Geweke (1991).

### Table 2
**COMPARISON OF DIC OF THE MODELS**

<table>
<thead>
<tr>
<th>Model</th>
<th>DIC</th>
</tr>
</thead>
<tbody>
<tr>
<td>2-regime GJR (1,1) with skewed student-t innovations</td>
<td>11707.33</td>
</tr>
<tr>
<td>2-regime GJR (1,1) with student-t innovations</td>
<td>11757.19</td>
</tr>
<tr>
<td>single-regime GJR (1,1) with skewed student-t innovations</td>
<td>11709.44</td>
</tr>
<tr>
<td>single-regime GJR (1,1) with student-t innovations</td>
<td>11749.34</td>
</tr>
</tbody>
</table>

### Table 3
**UNCONDITIONAL VOLATILITY OF THE MODELS**

<table>
<thead>
<tr>
<th>Model</th>
<th>Regime 1</th>
<th>Regime 2</th>
<th>Regime 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>3-regime GJR(1,1) with skewed student-t innovations</td>
<td>11.6782</td>
<td>20.9959</td>
<td>41.5747</td>
</tr>
<tr>
<td>3-regime GJR(1,1) with student-t innovations</td>
<td>12.4399</td>
<td>20.6885</td>
<td>46.6636</td>
</tr>
<tr>
<td>2-state GJR(1,1) with skewed student-t innovations</td>
<td>18.6753</td>
<td>31.9956</td>
<td>*</td>
</tr>
<tr>
<td>2-state GJR(1,1) with student-t innovations</td>
<td>9.3899</td>
<td>24.635</td>
<td>*</td>
</tr>
<tr>
<td>Single-regime GJR(1,1) with skewed student-t innovations</td>
<td>18.5532</td>
<td>*</td>
<td></td>
</tr>
<tr>
<td>Single-regime GJR(1,1) with student-t innovations</td>
<td>18.699</td>
<td>*</td>
<td></td>
</tr>
</tbody>
</table>

* Denotes not applicable

### Table 4
**POSTERIOR ESTIMATES OF 2-REGIME GJR(1,1) WITH SKEWED STUDENT-T INNOVATIONS**

<table>
<thead>
<tr>
<th>Estimate</th>
<th>Mean</th>
<th>SD</th>
<th>SE</th>
<th>TSSE</th>
<th>RNE</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\alpha_{0,1}$</td>
<td>0.262</td>
<td>0.2169</td>
<td>0.0069</td>
<td>0.15</td>
<td>0.0021</td>
</tr>
<tr>
<td>$\alpha_{1,1}$</td>
<td>0.0328</td>
<td>0.0301</td>
<td>0.001</td>
<td>0.0108</td>
<td>0.0077</td>
</tr>
<tr>
<td>$\alpha_{2,1}$</td>
<td>0.0001</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0.0072</td>
</tr>
<tr>
<td>$\beta_{1}$</td>
<td>0.6581</td>
<td>0.2167</td>
<td>0.0069</td>
<td>0.0958</td>
<td>0.0051</td>
</tr>
<tr>
<td>$\nu_{1}$</td>
<td>49.441</td>
<td>32.0365</td>
<td>1.0131</td>
<td>15.7465</td>
<td>0.0041</td>
</tr>
<tr>
<td>$\eta_{1}$</td>
<td>0.9489</td>
<td>0.2382</td>
<td>0.0075</td>
<td>0.0703</td>
<td>0.0115</td>
</tr>
<tr>
<td>$\alpha_{2,2}$</td>
<td>0.2307</td>
<td>0.2996</td>
<td>0.0095</td>
<td>0.1323</td>
<td>0.0051</td>
</tr>
<tr>
<td>$\alpha_{1,2}$</td>
<td>0.0674</td>
<td>0.04</td>
<td>0.0013</td>
<td>0.0163</td>
<td>0.006</td>
</tr>
<tr>
<td>$\alpha_{2,2}$</td>
<td>0.0001</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0.0093</td>
</tr>
<tr>
<td>$\beta_{2}$</td>
<td>0.8569</td>
<td>0.059</td>
<td>0.0019</td>
<td>0.01</td>
<td>0.0352</td>
</tr>
<tr>
<td>$\nu_{2}$</td>
<td>27.7664</td>
<td>27.6374</td>
<td>0.874</td>
<td>10.9164</td>
<td>0.0064</td>
</tr>
</tbody>
</table>
Table 4
POSTERIOR ESTIMATES OF 2-REGIME GJR(1,1) WITH SKEWED STUDENT-T INNOVATIONS

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Estimate</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \eta_2 )</td>
<td>1.3261</td>
</tr>
<tr>
<td>( p_{11} )</td>
<td>0.632</td>
</tr>
<tr>
<td>( p_{21} )</td>
<td>0.2568</td>
</tr>
</tbody>
</table>

We calculated the Bayesian credibility intervals for the estimates drawn from the posterior distribution for the 2.5% and 97.5% quantiles. This is shown in Table 5.

Table 5
95% CREDIBILITY INTERVALS OF ESTIMATES

<table>
<thead>
<tr>
<th>Estimate</th>
<th>( \alpha_1^2 )</th>
<th>( \alpha_2^1 )</th>
<th>( \alpha_2^2 )</th>
<th>( \beta_1 )</th>
<th>( \nu_1 )</th>
<th>( \eta_1 )</th>
<th>( \alpha_1^1 )</th>
<th>( \alpha_2^1 )</th>
<th>( \beta_2 )</th>
<th>( \nu_2 )</th>
<th>( \eta_2 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>2.50%</td>
<td>0.0011</td>
<td>0.0436</td>
<td>0.0001</td>
<td>0.1816</td>
<td>10.2104</td>
<td>0.0218</td>
<td>0.0096</td>
<td>0.0582</td>
<td>0.0001</td>
<td>0.8497</td>
<td>8.2271</td>
</tr>
<tr>
<td>97.5%</td>
<td>0.1551</td>
<td>0.3776</td>
<td>0.0471</td>
<td>0.9141</td>
<td>72.5427</td>
<td>1.2337</td>
<td>0.0524</td>
<td>0.1409</td>
<td>0.0090</td>
<td>0.9295</td>
<td>44.9396</td>
</tr>
</tbody>
</table>

None of the estimates overlap zero. This shows all of them to be significant. The distribution in the tails of regime 1 are heavier than those of regime 2. The 95% posterior intervals for the threshold parameters \( \eta_1 \) and \( \eta_2 \) are distinct and do not span zero. The long run average, \( \alpha_0^k \), differs for each regime. This confirms the existence of two clear regimes. There is also a persistence in the volatility of returns in regime 2 compared to regime one with the persistent GARCH estimate being \( \beta_2 = 0.8569 \) and \( \beta_1 = 0.6581 \) respectively.

In all these, the probability of being in regime 1 is 0.1278 which is far less than that of regime 2 which is 0.8722. This shows the dominance of regime 2 which could be due to the volatility of the exchange rate in the last seven years. Low prices for mineral export, one of South Africa's main foreign exchange earner, and political uncertainties in the country have influenced the markets especially the currency market in the latter part of the study period.

CONCLUSION

Volatility remains topical in finance partly as a result of its latent nature and investors having to estimate it from historical data or infer it from prices of options on assets. Unfortunately, the process of estimating volatility will seem partly an art and partly science (Pierre, 1998). The science part enables us to form a consistent, model-based view of volatility. GARCH models form part of this view. Lamoureux and Lastrapes (1990), however, identified shortfalls of GARCH models including their inability to fully account for persistence in volatility and structural changes. Currencies respond instantly to the changes in the underlying economy and also to the psychology of traders. It is therefore intuitive to model the volatility of foreign exchange returns incorporating regime changes. That is what we achieved in this study.

For currency traders and investors, this research should serve as a key formalization of their knowledge of the behaviour of the volatility of the returns of the Rand/USD exchange rate. We have seen that secular changes on the economy of South Africa push the rand into a dominant high volatility regime. This is a signal for them to adapt their trading strategies and hedge their downside. Mispricing of assets resulting from the under- or over-estimation of risk leads to misallocation of capital. This can result if regimes do not correctly price assets to match market risks (Ammann and Verhofen, 2006). Ichiue and Koyama (2011) opined that markets switching regimes can turn against traders and wipe out their capital.
Policy planners and monetary authorities in South Africa will find this study useful. Tracking the dynamics of the movements in the foreign exchange markets with the regimes could serve as an early warning system of an impending downturn. A depreciating rand induces economic pain across the economy. Depreciation of the rand leads to price inflation of imported goods. This in turn shows up as agitations for increases in wages and upward adjustments in pensions and transfer payments. Extreme currency volatility risks getting out of control and snowballing into other forms of crisis (Chang & Velasco, 2001). For national economies, tensions which accumulate in currency markets reflect some dislocations in the economy, be they trade deficits, the balance of payments issues, fiat legislation against the capital flow or indeed protracted recessions. Monetary and fiscal authorities can study these regime changes and take actions that lean the economy against the winds to lessen the disruptive effects of currency volatility.
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