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ABSTRACT 

 

This research aims to present a comparison of deep learning techniques when working 

with time-series data to predict the recovery and resilience of tourism businesses in Thailand. 

This type of business generates a lot of income and plays a role in the development of the 

country. However, Thailand's tourism industry although has its identity and strengths, but it 

cannot survive the impact of the COVID-19 epidemic. The biggest impacts of COVID-19 to 

tourism business are unemployment of the population and the slowdown in national 

development. Recognizing the importance of tourism as mentioned above, the researchers 

compared the functioning of three deep learning methods which consists of Vanilla LSTM, 

Bidirectional LSTM, and Stacked LSTM, when used with time-series data during the year 2020-

2024 to planning the rehabilitation of Thailand's tourism business. The experimental results 

show that, Bidirectional LSTM is the most effective deep learning model when working with 

time-series data compared to Vanilla LSTM and Stacked LSTM, by considering average error of 

the Bidirectional LSTM when working with time-series data, which is equal to 5.85916575 which 

has a lower average error value less than that of the average error of Vanilla LSTM and Stacked 

LSTM, which are equal to 5.91683425 and 5.92949325 respectively. The results of this research 

can be concluded that, the deep learning with Bidirectional LSTM approach is the most efficient 

choice for working with time-series data, when applied to 5 years data and compare with the 

Vanilla LSTM and Stacked LSTM. In addition, this research also shows a good practice to 

implement deep learning to the tourism business. 

 

Keywords: Deep Learning, Time-Series, Long Short-Term Memory (LSTM), Tourism 
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INTRODUCTION 

 

The virus COVID-19 pandemic crisis impacted the travel tourism industry around the 

world as well as social and economic, particularly in the developing world (Jamal & Higham, 

2021; Skare et al., 2020). The tourism practitioners will have an exceptional impact on the 

tourism industry, which lack literature studies about the impact of the pandemic on the tourism 

industry (Skare et al., 2020; Suanpang et al., 2021a, b). The tourism industries were most 

negatively affected by the COVID-19 pandemic, leading to a lockdown in many countries, 

widespread restrictions on travel, airport closures, national broader closures and in the case of 

Thailand, the number of international tourist arrivals was cut by 67 million during the first 

quarter of 2020 (2020, Q1). The lockdown in many of these countries has put millions of 

tourists, hospitality, and workers out of work, facing a financial crisis, debt, and poverty 

(Rastegar et al., 2021). This decrease indicates a loss of roughly US$80 billion in tourism 

revenue, associated with the same period in 2019 (UNWTO, 2020). This associated with the 
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most recent research studies by the World Travel and Tourism Council (WTTC) lists up to 75 

million workers at current job risk and a job lost unexpectedly. Because of the COVID-19 

pandemic and travel tourism GDP loss in 2020 of up to US$ 2.1 trillion.    

With the emerging and high contribution of tourism driving the country’s economy 

especially in Thailand (Jermsittiparsert & Chankoson, 2019; Suanpang & Jamjuntr, 2021). 

Thailand is one of the most popular destinations which has beautiful natural resources, historical 

and high value of hospitality of the people (Suanpang & Jamjuntr, 2021). From the statistics of 

Thailand, the first quarter of 2020 was estimated to directly contribute 5.65 per cent to the Gross 

Domestic Product (GDP) in Thailand. The COVID-19 pandemic in Thailand leads to 

international tourist arrivals being currently prohibited (Suanpang & Jamjuntr, 2021). With this 

circumstance, the tourism industry must adapt to build confidence among tourists about the 

healthcare safety from the COVID-19 thus creating a new normal. Tourism in Thailand is 

emerging into a new normal focusing on domestic travel which will be the first choice, short 

trips, driving to unseen places, less crowded more personal travel and increase quality and value 

of spending per person. There are three important tourism models that the Thai Government is 

supporting in the new normal (1) health & wellness tourism (2) gastronomy tourism (3) 

community based creative tourism (Suanpang, 2021a, 2021b). This is becoming the tourism 

business in Thailand and should be reset and forecast future scenarios to plan for the re-shaping 

and re-branding of tourism again after COVID-19. Both tourism business and government 

organizations rely on recovery forecasting when preparing a resilience and recovery plan (Skare 

et. al., 2020). From a literature search, it was found that many studies on tourism demand 

forecasting (Suanpang & Jamjuntr, 2021) by using statistical approaches, such as time series, 

econometric, and artificial intelligence (Song et al., 2019). With the advances in artificial 

intelligence (AI), especially ‘deep learning’ techniques for providing accurate tourism demand 

forecasting (Pouyanfar et al., 2018; Law et al., 2019). The deep network architecture extends the 

artificial network models to include two nonlinear processing layers which have proven effective 

for various applications. The success is attributed to their built-in feature of engineering 

capability, which motivates them to break those two barriers simultaneously within the machine 

learning process (Law et al., 2019). The contextual information for time series analysis, deep 

network architectures also have certain advantages in flexible yet has discriminative non-linear 

relationships. Recurrent Neural Network (RNN), Long-Short-Term-Memory (LSTM) and 

Attention Mechanism are capable of handling and learning long-term dependencies, these 

properties make deep learning an alternative solution to tourism demand forecasting  (Law et al., 

2019). 

In this paper, we aim to comparative study three deep learning methods to forecast the 

trends of tourism business recovery from the COVID-19 pandemic crisis in Thailand. Generally, 

a trend is a time-series data that machine learning is Long short-term memory (LSTM) which are 

Vanilla LSTM, Stacked LSTM, and Bidirectional LSTM applied to forecast trends of tourism 

business recovery and resilience. The rest of this paper is organized as follows: Section 2 

presents a review of the literature and related research. In section 3, presents three deep learning 

models chosen to work with time-series data in this research. The next, section 4 shows 

experimental results. Finally, conclusion and discussion are presented in Section 5. 

 

LITERATURE REVIEW 

 

Tourism Demand Forecasting 

 

Several studies about tourism demand forecasting categorize qualitative and quantitative 
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approaches. The qualitative approach used Delphi and consensus to study experience and insight 

on a specific tourism market. The qualitative research approach is based on past data and tourism 

capacity, the model was constructed and used for predicting tourist arrival volumes in the future 

and two strategies have been adopted for (1) incorporating more relevant factors that affect 

tourist travel motivation and (2) sophisticated models with better generalization capability on 

future trends (Law et al., 2019). Tourism model prediction relies on input factors that should not 

miss or incorrectly input data. Moreover, tourism demands forecasting factors categorized to (1) 

determine the main factors for forecasting and (2) indicators which are indirect factors). 

Moreover, the determinant factors are divided into (1) the push factor is the attribute related to 

the source market, leisure time, per capita income, and relative prices (Poprawe, 2015; Saha & 

Yap, 2015) (2) the pull factor is the attribute related to the destination tourism market, quality of 

resource and direct investment for social draw (Meleddu & Pulina, 2016). 

An AI model is related to machine learning which has been adopted to tourism demand 

and forecasting such as multivariate regression analysis. Machine learning techniques for 

example Support the Vector Regression (SVR) model which has also been found effective in 

modelling nonlinear data series and some study methods which integrate results from different 

models generate better results (Chan et al., 2010; Coshall & Charlesworth, 2011; Shen, et al., 

2011). 

 

A Model for Tourism Forecasting 

 

There are a range of tourism forecasting models that have been proposed especially the 

time series analysis approaches (Bi et al., 2020) econometric approaches (Assaf et al.,2018; Bi et 

al., 2020) and Artificial Intelligence (AI) approaches (Song & Li, 2008; Bi et al., 2020), etc. 

Consequently, the main purpose of this study is to propose an AI approach for forecasting 

tourism volume based on the deep learning approach. The AI approaches have been used for 

tourism forecasting by using algorithms using tourism volume and its influencing factors. The 

advantage of using an AI approach which does not require the assumption of the data with types 

of adaptability and nonlinearity that are particularly suitable for nonlinear forecasting (Song & 

Li, 2008; Bi et al., 2020). 

 

Deep Learning 

 

Deep Learning (DL) is one type of artificial intelligence model for application in tourism 

demand forecasting, deep network architectures via greedy layer-wise pretraining, which enables 

a wide range especially deep learning techniques provide a mechanism of feature engineering 

that extracts discriminatory features with minimal domain knowledge (Pouyanfar et al., 2018). 

Two popular deep network architectures of time series forecasting are RNN and LSTM methods. 

RNN uses a deep network architecture that uses sequential information on tourism demand 

forecasting. Both input x and output y of an RNN are time-series data. The output of a neuron is 

generated based on input and the previous hidden layer neuron state through a feedback loop in 

the network. LSTM is an extension of RNN which has been broadly used to solve time series 

forecasting problems (Law et al., 2019).  

 

LSTM Network 

 

A Long Short-Term Memory (LSTM) network is a kind of recurrent neural network 

(RNN) that has been widely used (Bi, Lui & Li, 2020). RNN is an improved version of the 

traditional neural network, which is used to analyze time sequence data, which the traditional 
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neural network receives as information from the input layer map with output through the hidden 

layer (Bi et al., 2020). The traditional neural network cannot capture dynamic behavior therefore, 

it not effective in dealing with time sequence data. However, tourism forecasting is related to a 

time sequence, to obtain a better prediction result, RNN introduced a directional loop, which 

makes their underlying topology of inter-neuronal connections contain at least one cycle. RNN is 

suited for processing sequence data that has inherent problems in learning long-term 

dependency, to overcome this LST network is designed to learn long-term dependencies and to 

be able to remember information for long periods and perform a large variety of problem 

solutions (Bi et al., 2020).   

 

METHODS 

 

The Rationale of this Study 

 

This research study is on the business of tourism demand forecasting; however, tourism 

demand forecasting model is driven mainly by the dominance of features in the training data. 

The LSTM model was implemented for comparison of the performance of each model.  

 

Vanilla LSTM 

 

Today, neural network is widely used for various problems that a type of neural network 

is designed for time-series data processing called Vanilla RNN. This contains state information 

in the Hidden State. The previous hidden state is used to calculate the current Hidden State and 

use the current hidden state to determine the calculation of the data in the next period. 

Importantly, Vanilla LSTMs can solve the Vanishing/Exploding Gradient problem in the 

optimization process (Figure 1). 

 

 
 

FIGURE 1 

 VANILLA LSTM 

 

σ is a gate activation function,   is an input activation function,    is an output activation 

function 

 

Stacked LSTM 

 

A stacked LSTM is a more complex LSTM than a simple LSTM by having more 



 Journal of Management Information and Decision Sciences   Volume 24, Special Issue 6, 2021 

 5         1532-5806-24-S6-07 
   
Citation Information: Suanpang, P., & Jamjuntr, P. (2021). A comparative study of deep learning methods for time-series 
forecasting tourism business recovery from the Covid- 19 pandemic crisis. Journal of Management Information and Decision 
Sciences, 24(S6), 1-10. 

multiple hidden levels. A stacked LSTM has vertical several layers that is called the stacked 

LSTM model. 

The stack layers are used to create a hierarchical feature representation of the input data 

for some machine learning task. The input is the result from previous LSTM layer or a 

feedforward layer. Output   from current LSTM layer is input for next LSTM layer (Figure 2). 

 

 
 

FIGURE 2 

 STACKED LSTM 

 

Bidirectional LSTM  

 

A bi-directional LSTM (BiLSTM) or Bidirectional recurrent neural networks is another 

type of the LSTM model. BiLSTM provides output   from two hidden layers which one hidden is 

forward direction and other hidden layer is backward direction or the output layer can get 

information from past (backwards) and future (forward) states simultaneously. BiLSTM has two 

sets of   the neurons that one set is used for forward states   and   other   is used for backward 

states. During training process, there is no interaction between two directional neurons and when 

the back-propagation is applied, the processes continue to update the weights until the loss 

function is minimized (Figure 3).  

 

 
 

FIGURE 3 

 BIDIRECTIONAL LSTM 
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This study proposed a deep-learning framework for time-series forecasting; the three 

LSTM models are Vanilla LSTM, Stacked LSTM, and Bidirectional LSTM that have been 

evaluated for forecasting tourism recovery. The general framework of the forecasting has two 

main process which are training   and   prediction. The training   process is to create the deep 

learning model   from   existing   data    which is    called   training   data that all parameters of 

the deep learning models are updated continually for minimizing the loss function. The 

prediction process provides the output and is tested to find for the accuracy of the model will be 

evaluated by comparing the actual data with expected data that is the different values is an error. 

 

RESULTS 

 

Based on the study of Livinec & Adjiman (2021) who found that the trend of tourism 

globally will recovery only when domestic leisure is back on track by 2022, international and 

business travel could suffer until 2023. Figure 5 show international business is the most spending 

compare to other activities   and the expectation of international travel segment is as low as -8% 

frighteningly compare before this crisis and The trend of unemployment is increasing whereas 

the trend of   spending on tourism activities is   decreasing significantly. 

The results of a comparative study of three deep learning methods to forecast the trend of 

tourism business recovery from the COVID-19 pandemic crisis in Thailand during the years 

2020-2024. Figure 6 shows the estimated timeline of international tourism business will cover in 

Thailand by comparing each LSTM method. The results found that we have five sets of data 

which are the year 2020e, 2021e, 2022f, 2023f, 2024f. Each year has four kinds of data which 

are   international   business (-80, -49, -28, -8, -1), international   leisure (-74, -50, -30, -10, 4), 

domestic business (-45, -22, -10, 7, 12), domestic leisure (-37, -12, 9, 13, 14). We use four data 

series for training which are the years 2020e, 2021e, 2022f, 2023f and the year 2024f is the 

expected data. For Vanilla LSTM, we use four data series for the training process that are 

international business (-80, -49, -28, -8), international leisure (-74, -50, -30, -10), domestics 

business (45, -22, -10, 7), domestics leisure (-37, -12, 9, 13), We use four data series for the 

prediction process that are international business (-80, -49, -28, -8), international leisure (-74, -

50, -30, -10), domestics business (45, -22, -10, 7), domestics leisure (-37, -12, 9, 13), the 

prediction values from Vanilla LSTM  are   international business, international leisure, 

domestics business, domestics business (-1.0864, -6.8827, 1.189023, 15.88722). We find a per 

cent error from the prediction data with the expected data using the equation (Figure 4). 

 

 
 

FIGURE 4 

 ESTIMATED TIMELINE OF THE RECOVERY IN GLOBAL TRAVEL SPENDING, 

BY SEGMENT OF TRAVEL (Livinec & Adjiman, 2021) 
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After that, we find an error average value from 4per cent errors (international business, 

international leisure, domestics business, domestics business) that the Error Average of Vanilla 

LSTM is 5.91683425 (Table 1 & Figure 5). 

 

 
 

FIGURE 5  

ESTIMATED TIMELINE OF INTERNATIONAL BUSINESS AND LEISURE THE 

RECOVERY IN THAILAND    

 

Table 1 

COMPARISON OF LSTM METHOD FOR INTERNATIONAL RECOVERY TOURISM BUSINESS 

AND LEISURE 

Year 

International Business International Leisure 

Expected 

Data 

Vanilla 

LSTM 

Stacked 

LSTM 

Bidirectional 

LSTM 

Expected 

Data 

Vanilla 

LSTM 

Stacked 

LSTM 

Bidirectional 

LSTM 

2020 -80    -74    

2021e -49    -50    

2022f -28    -30    

2023f -8    -10    

2024f -1 -1.0864 -3.5612 -5.04113 4 -6.8827 -5.0336 -4.28718 

 

For Stacked LSTM, we use four data series for the training process which are 

international business (-80, -49, -28, -8), international leisure (-74, -50, -30, -10), domestics 

business (45, -22, -10, 7), domestics leisure (-37, -12, 9, 13). We use four data series for the 

prediction process that are international business (-80, -49, -28, -8), international leisure (-74, -

50, -30, -10), domestics business (45, -22, -10, 7), domestics leisure (-37, -12, 9, 13), the 

prediction values from Stacked LSTM are international business, international leisure, domestics 

business, domestics business (-3.5612, -5.0336, 2.013757, 16.13678). We find percent error from 

prediction data with the expected data using the equation. After that we find an error average 
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value of 4 percent errors (international business, international leisure, domestics business, 

domestics business) that the Error Average of Stacked LSTM is 5.92949325. 

For Bidirectional LSTM, we use four data series for the training process which are 

international business (-80, -49, -28, -8), international leisure (-74, -50, -30, -10), domestics 

business (45, -22, -10, 7), domestics leisure (-37, -12, 9, 13). We use four data series for the 

prediction process that are international business (-80, -49, -28, -8), international leisure ( -74, -

50, -30, -10), domestics business (45, -22, -10, 7), domestics leisure (-37, -12, 9, 13), the 

prediction values from Bidirectional LSTM are international business, international leisure, 

domestics business, domestics business (-5.04113, -4.28718, 2.139827, 15.24818). We find a 

percent error from the prediction data with the expected data using the equation. After that we 

find an error average value of 4 percent errors (international business, international leisure, 

domestics business, domestics business) that the Error Average of Bidirectional LSTM is 

5.8591657 (Table 2 & Figure 6). 

 

 
 

FIGURE 6 

 ESTIMATED TIMELINE OF DOMESTIC AND LEISURE RECOVERY IN THAILAND 

 

Table 2 

COMPARISON OF LSTM METHOD FOR DOMESTIC RECOVERY TOURISM BUSINESS IN 

THAILAND 

Year 

Domestic Business Domestic Leisure 

Expected 

Data 

Vanilla 

LSTM 

Stacked 

LSTM 

Bidirectional 

LSTM 

Expected 

Data 

Vanilla 

LSTM 

Stacked 

LSTM 

Bidirectional 

LSTM 

2020 -45    -37    

2021e -22    -12    

2022f -10    9    

2023f 7    13    

2024f 12 1.189023 2.013757 2.139827 14 15.88722 16.13678 15.24818 

 

CONCLUSION AND DISCUSSION 

 

A comparative study of LSTM's deep learning approach for analyzing trends in tourism 

business recovery from the COVID-19 pandemic in Thailand supports a study of Zhang, et al., 

(2021), which describes how the COVID-19 pandemic has affected global tourism activities and 

expressed forecasts of econometric and judgmental methods to predict a possible path to 
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recovery in tourism in Hong Kong, In this research, the researchers using trends of tourism 

business recovery from the pandemic crisis during 2020-2024. 

The experimental results showed that, the Bidirectional LSTM learning method showed 

an average error of 5.85916575, which was better than that of the Vanilla LSTM learning 

method and the Stacked LSTM learning method, with an average error of 5.91683425 and 

5.92949325, respectively. In this regard, the Bidirectional LSTM output layer can learn 

sequential inputs in both directions and bridge the two interpretations, while the Vanilla LSTM 

learning method has a single hidden layer and a single output layer for prediction, while the 

Stacked LSTM learning method has multiple hidden LSTM layers stacked in LSTM units for 

prediction. The experimental results showed that, bidirectional LSTM was more accurate than 

that of Vanilla LSTM and stacked LSTM, with better performance when applied to time series 

problems, and can be applied to other case, such as stock price predictions. In future studies, the 

researcher will apply it to other interesting real problems and applied to large or streams data. 

The forecast results from this research are consistent with research by Zhang et al (2021), which 

predicts that the tourism industry in the three countries - Thailand, Malaysia, and Singapore - 

may also recover relatively quickly, due to the low number of daily confirmed cases of COVID-

19 and the number of business travel campaigns and government policies such as the “tour 

bubble” that could reshape tourism by 2024. 
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