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SINGLE MOTHERS - HOW ARE THEY DOING?

Kathy L. Hill, Sam Houston State University

ABSTRACT

A review of the literature was conducted to examine the status of single mothers. Are they thriving or merely surviving?

The purpose of this study was to discuss economic and social factors that affect low-income single mothers and their children. The first objective examined was the economic factors, such as sometimes-severe financial hardships, the children's cognitive development, poverty-level living conditions, and quality child care which effects labor force participation. Financial strain was shown to have unhealthy effects on single mothers and especially on their children. The second objective examined was the social factors, such as absent fathers, below-level status, and possible behavioral problems. Single parents, whether mothers or fathers, have a difficult time maintaining an above-poverty-level lifestyle and raising their children to be healthy, well-adjusted, respectful, and successful adults.

INTRODUCTION

Since the 1950's, traditional families have become increasingly rare with a boost in other types of family structures, specifically single parent households headed by women. For the past two decades, the number of single mothers has been increasing. These single parents are faced with economic and social obstacles as they try to care for their families.

From 1993 to 2003, the number of single mothers increased to approximately 77%. In 1993 the average number of single parents was 7.7 million compared to 13.7 million single parents in 2007 and approximately 84% of those parents were mothers. Single working mothers ages 55 to 64 total 31% and ages 15 - 24 total 4%. Single mothers are spread among all economic levels, ages, races, education, employment, and occupations (Grall, 2009).

From 1960 to 2007, the percentage of American women who were married fell from 66% to 51%, the percentage of men who were married fell from 69% to 55%, and the number of cohabiting couples increased from 439,000 to more than 6.4 million. Because of the increase in cohabitation, about 40% of American children spend some time in a cohabiting union; 20% of babies are born to cohabiting couples, and the vast majority of the children born to cohabiting couples see their parents break up by the time they turn 15 (Wilcox, 2009).

From an emotional and social perspective, about 20% of divorced adults find their lives enhanced and another 50% seem to suffer no long-term ill effects. Yet, men and/or women can be caught in a downward emotional spiral, experience difficulties at work, and go through serious
deteriorations in their relationships with their children. Because of the divorce, many will lose their homes, a substantial share of their monthly incomes, and regular contact with their children (Hetherington & Kelly, 2007).

Educators, lawmakers, and religious leaders continually express their concerns regarding the erosion and possible extinction of the traditional family (Moss, 2009). What’s more alarming are the potential debilitating effects broken families have on children and their development. Wilcox (2009) argues that the children of divorced parents are two to three times more likely to suffer from serious social or psychological problems than children from intact marriages. McLanahan and Sandefur (1994) found that 31% of adolescents with divorced parents dropped out of high school, compared to 13% of children from intact families; that 33% of adolescent girls from divorced families became teen mothers, compared to 11% from parents who were continuously married; and that 11% of boys from divorced families end up spending time in prison before the age of 32, compared to 5% of boys who come from intact homes. The consequences for children are immense. Some of these consequences include: 750,000 children have to repeat grades; 1.2 million school children are suspended; approximately 500,000 acts of teenage delinquency are committed; 600,000 kids receive therapy; and approximately 70,000 kids commit suicide every year (Amato, Booth, Johnson & Rogers, 2007). Many children’s lives would improve significantly if the family-stability clock could be turned back just a few decades (Amato, et al, 2007).

When children are exposed to high levels of conflict at home, they seem to do better when their parents separate, but most divorces do not involve high levels of conflict; therefore, the clear majority of divorces involving children in America are not in the best interests of the children (Amato et al, 2007).

Research also indicates that remarriage is no salve for children wounded by divorce. AChildren whose parents have remarried do not have higher levels of well-being than children in lone-parent families (Cherlin, 2009, p 5). Remarriage generally requires a move and more adjustment for children who thrive on stability (Cherlin, 2009).

Many studies have been completed about children and their unfavorable behaviors because of being raised in single parent households. One research study concluded that children do worse when raised by single parents - specifically low-income single mothers (Hofferth, Smith, McLoyd, & Finkelstein, 2000). Given their low wages, below average education, and harsh environment, many single mothers look to the government for help. In turn, social programs are instituted in hopes of improving the plight of single parents and the general welfare of their children.

It is often said that it is difficult enough for two parents to raise a child, let alone one parent. When that single parent depends only on a high school diploma to obtain employment and care for a family of two or more, it makes staying above the poverty line difficult if not impossible. However, with a college education to elevate wages, raising a child becomes more economically feasible. Results from a Brown University study showed that single mothers, compared with married mothers, reported substantially lower incomes, higher rates of childhood abuse and more psychiatric
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disorders (Hofferth, et al., 2000). These issues undoubtedly affect child development and behavior. Therefore, it is essential to gain insight into understanding and improving the position of single mothers in the workforce today.

The purpose of this study was to discuss economic and social factors that affect low-income single mothers and their children. Economic factors such as sometimes-severe financial hardships, the cognitive development of their children, poverty-level living conditions, and quality child care which affects labor force participation were assessed. Social issues such as receiving little or no support from fathers, children’s behavioral problems, and society’s misconceptions about single mothers were examined in the related literature.

**ECONOMIC FACTORS**

For the past two decades, single parent families have escalated while traditional two parent families have been on the decline. For married-couple families, both the poverty rate and the number in poverty increased from 4.9 percent (2.8 million) in 2007 to 5.5 percent (3.3 million) in 2008. The poverty rate and the number in poverty showed no statistical change in 2008 for female-householder-with-no-husband-present families (28.7 percent and 4.2 million) and for male-householder-no wife-present families (13.8 percent and 723,000) (US Census Bureau, 2008). These living situations make it difficult for families to remain healthy and intact.

Many research studies have been conducted in the area of single mothers. One such study, lead by Aurora P. Jackson in 2000, demonstrated how economic hardships influenced parental psychological functioning and family relationships (Jackson, Brooks-Gunn, Huang, & Glassman, 2000). For example, her study showed that financial strain lead to depressive symptoms. In turn, those depressive symptoms disrupted effective parenting skills and, subsequently, children’s behavior. The mothers tested in Jackson’s study experienced several factors associated with economic hardships little or no monetary support from fathers, low wage jobs, and no education beyond high school (Jackson et al., 2000). These risks contributed to the mother’s level of financial strain. Single mothers have a higher level of financial strain because, basically, they are the sole caretaker and the only source of income; therefore, depression is the result. Depression is a psychological function that is a direct result of financial strain. As economic hardships influence single mothers psychological functioning, these difficulties become predictors for single mother’s children's cognitive and social development (Jackson et al., 2000).

Financial strain was shown in Jackson's study to have adverse effects on children's development. For example, preschoolers displayed learning disabilities in addition to other behavioral problems (Jackson et al., 2000). To confer with Jackson's evidence, University of Michigan research scientist Sandra Hofferth et al (2000) argued that low-income parents simply do not have enough money to invest in books, educational activities, toys, and other advantages that require financial resources. The result is that their children’s cognitive skills are lower, leading to
lower levels of completed school; therefore, their children’s achievement level correlated with their income level. The lower the household income, the lower the achievement levels for those children. Robert Rector (2001), Heritage Foundation Policy Analyst, gave congressional testimony that supported Jackson’s claim. In his research, he found that single parenthood had significant deleterious consequences on children’s development, which impeded their ability to become successful members of mainstream society (Rector, 2001). These harmful effects were more prevalent for males with female head of householders than female children. Jackson’s et al (2000) study showed that problematic behaviors are dependent upon a child’s gender. The mother’s depressive symptoms contribute to the child’s behavioral problems as well, which in turn hinder family relationships from strengthening (Jackson et al., 2000).

As noted earlier in Jackson’s study (Jackson et al., 2000), depression was caused by economic hardships. University of Kansas Assistant Professor Sondra G. Beverly (2001) acknowledged that economic hardships were most prevalent among single mothers even when the economy is booming (Beverly, 2001). She also pointed out that low-income single mothers live and cope with sometimes-severe economic hardships daily.

A second study by Peter D. Brandon and Gene A. Fisher (2001) stated that insufficient income as a family stressor could affect the quality of care given to children. In addition, evidence exists to suggest that insufficient child care options could be a strong barrier to labor force participation and more of an employment barrier for public-housing residents and single parents (Kimmel, 1998). Author Elisabeth Porter (2001) of The Journal of Gender Studies, stated that poverty is due to women’s lack of earning power, inadequate job skills, and scanty access to decent childcare. Thus, women are better off on welfare than in low-paying jobs (Porter, 2001). In contrast, Washington Post columnist Dan Froomkin (1998) wrote that economic hardships were not an excuse for people to live off government checks or for them to avoid unemployment. In a study conducted by Alexis J. Walker (2000), Aemployed@ mothers actually found it more difficult to meet their everyday expenses. Because of expenses incurred because they had jobs, single mothers had little or no time to take on additional jobs (Walker, 2000). Many single mothers find themselves in a Catch-22 situation.

Author Mulroy found that many single mothers want to work and not be dependent on the government for help, but society sends them mixed messages: middle class women should stay at home with their children, but poor women should leave their children and go to work (Lockwood-Rayermann, 2000). Because of the imbalance of working mothers and stay-at-home mothers, single mothers often experience role strain from attempting to balance being a wage earner and having parental responsibilities (Kerka, 1988). An emotional struggle ensues between being a good parent and being a good, although, employed parent. Researchers Jo Anne Youngblut, et al., (2000) added that media stereotyping suggested that single mothers often engage in behaviors to avoid employment. In addition, Froomkin (1998) wrote that government assistance was responsible for a permanent underclass of people who had absolutely no incentive to seek employment.
However, in contrast to Froomkin's claim, LaShunda Hall, government assistance recipient, proved critics wrong when she successfully completed Wisconsin Works Program (Hall, 2001).

LaShunda Hall (2001), single mother of two, gave congressional testimony about her entrance into mainstream society. Once faced with continuous economic hardships, this single mother was able to overcome barriers and become self-sufficient. She participated in the Temporary Assistance for Needy Families (TANF) funded program, Wisconsin Works. Hall was provided counseling and a case manager. These two people enabled Hall to get her GED and to enroll in a four-year college, happily pursuing a Bachelor's of Science degree in Criminal Justice (Hall, 2001). Single mothers have the daunting task of providing for their families with only one source of income. This places an incredible strain on the emotional welfare of the child as well as the parent. Furthermore, single parents have to be watchful of how economics can affect their children and adopt ways of making financial strain more tolerable.

A study by researcher Linda McCreary (2000) stated that communication was a behavior associated with effective families and that this trait carried forward throughout adulthood. Effective family structure leads to well-behaved children at home as well as at school (Hofferth, et al., 2000). Additionally, single parents that participate in school activities help raise their children’s achievement level, and it also strengthens the parent child bond (Sanson, 2001).

**SOCIAL FACTORS**

The emergence of the divorce and marriage dichotomy in America creates a host of other social problems. The breakdown of marriage in working-class and poor communities has played a major role in fueling poverty and inequality. Isabel Sawhill, a nationally known budget expert who focuses on domestic poverty and federal fiscal policy at the Center on Children and Families at the Brookings Institution, has concluded that virtually all of the increase in child poverty in the United States since the 1970's can be attributed to family breakdown (Wilcox, 2009).

In addition to financial strain, single mothers are tested by their children’s behavior or lack thereof. To make matters worse, single mothers are raising their children without support from their children’s fathers. Many fathers have chosen not to be an active part of their children’s lives. This decision has hardened the hearts of many single mothers.

Numerous children under the age of 18 will grow up without having their biological father or a father figure in their lives. Author Nancy Darling (1999) stated that uninvolved parenting could have detrimental effects on childhood development and could continue throughout adolescence and pre-adulthood (Darling, 1999).

Single mothers are faced with the dilemma of having the dual role of being sole family breadwinner and the sole resident care giving parent (Lockwood-Rayermann, 2000). When fathers are not around to share the child care, the full responsibility falls to the mother, increasing her sense of overwhelming obligation (Youngblut, et al., 2000).
Most children want their fathers involved in their lives. The amount of interaction between fathers and their children is very important. Children need their fathers in order to form a stronger definition of self.

Growing up in female-headed households can produce children that have difficulty adjusting in school and society (Jackson et al., 2000 & McCreary, 2000). Family structure plays a significant part in adolescents’ grades and attendance according to some research findings. They found that adolescents from intact homes perform better academically and maintain better school attendance than do those students from either single-parent or remarried homes (Ham, 2004).

There have been conflicting studies showing whether children of single parents experience more behavioral problems than those growing up in two-parent households. Single parents and their children live in a society that views their families as >broken,= >abnormal,= >deviant,= and >doomed to fail=@ (Rhodes, 2000). Single mother is a phrase that conjures up poor, lazy individuals unwilling to be self-sufficient, and society should be especially wary of her children because they will never amount to anything.

Children are stigmatized and stereotyped by society because of the status of their mothers and society’s perception of them. Author Carolyn Rogers (2001) wrote that children in single parent families tend to face more disadvantages than children in two-parent families. She added that single parent children might receive less attention and care from their parents. Additionally, these children tend to have more school related health and behavioral problems which could lead to completing fewer years of schooling (Rogers, 2001).

Cornell University Professor Henry Ricciuti (1999) conducted a study that focused on 1,700 six- and seven-year old children residing in single mother households. He found that potentially adverse behavior of single parent children might not surface until later in childhood (Ricciuti, 1999). It is possible for children to perform and behave very well in school during the early years. However, as they grow and develop, conditions exist for them to react adversely to their home life—especially if that home life is filled with strife and instability. For example, before LaShunda Hall (2001) turned her life around, she was fiercely painting a path of destruction. She is an example of how economic and social issues can adversely affect the children of single parent—especially single mothers. Professor Ricciuti (1999) suggested that steps be taken when children are young before possible harmful effects of single parenthood emerge. These battles add to the war single mothers fight every day.

Behavioral problems and absent fathers add to single mothers’ burdens. Additionally, single mothers must cope with some of society’s negative perception of them. They have to cope with depression, low self-esteem, and the myths that society has generated about them and their children (Van Horn, 1999). With unlimited barriers, many single mothers still manage to persevere as in the case of LaShunda Hall (2001). Single parents must have the fortitude to endure the difficulty of raising children alone.
SUMMARY

The purpose of this study was to discuss economic and social factors that affect low-income single mothers and their children. The first objective of this study was to discuss economic factors that affect low-income single mothers and their children. Researcher Jackson et al (2000) identified financial strain as a precursor to depression. Once depressive symptoms emerged, single mothers exhibited ineffective and potentially harmful parenting skills (Jackson et al., 2000). Additionally, economic hardships were magnified when single mothers had to contend with little or no monetary support from fathers and low paying jobs (Jackson et al., 2000). These issues disrupted single mothers’ children’s cognitive and social development (Jackson et al., 2000).

Research scientist Hofferth, et al (2000) argued that low-income single parents do not have the resources to provide educational tools necessary for their children’s development. Inadequate supply of financial resources leads to children completing only lower levels of school (Hofferth, et al., 2000). Financial strain was shown to have unhealthy effects on single mothers and especially on their children.

Researchers Brandon and Fisher (2001) stated that insufficient income affected the quality of care given to children. Kimmel (1998) added that single mothers often find insufficient income as a barrier to employment.

Researcher Walker (2000) found in her study that many working single mothers had difficulties meeting everyday expenses. Expenses they would not have if they were unemployed. Author Mulroy found that single mothers often find themselves in a quandary: They can’t afford to work. This state of perplexity propels single mothers to indulge in stress relievers (Lockwood-Rayermann, 2000).

The second objective of this study was to discuss social factors that affect low-income single mothers and their children. Absent fathers, below-level status, and possible behavioral problems were some social issues discussed. Columnist Wade Horn (1998) suggested that absent or non-involved fathers could have a detrimental effect on children. In addition, Ricciuti (1999) found that possible adverse behaviors might not surface until later in childhood.

Children of single parents often have behavioral problems (Jackson et al., 2000). Single parents, whether mothers or fathers, have a difficult time raising their children to be healthy, well-adjusted, respectful, and successful adults. Coupled with economic hardships and social issues, single parents, mothers or fathers, often find themselves at the end of their rope. However, many single parents find the support and guidance needed to overcome their present situations.
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THE INCLUSION SKILLS MEASUREMENT PROFILE: VALIDATING AN ASSESSMENT FOR IDENTIFICATION OF SKILL DEFICIENCIES IN DIVERSITY AND INCLUSION

Helen Turnbull, Nova Southeastern University
Regina Greenwood, Nova Southeastern University
Leslie Tworoger, Nova Southeastern University
Charles Golden, Nova Southeastern University

ABSTRACT

The first phase of an instrument to measure diversity and inclusion at the individual, group, and organizational levels is described. The Inclusion Skills Measurement (ISM) Profile was designed to assist in recognizing the skills gaps that exist in organizational members; such gaps must be recognized and addressed if inclusion is to be successfully embedded within organizations. Phase 1 involved the validation of the self-assessment tool which is designed to help individuals explore their values, beliefs and behaviors around diversity and inclusion. One hundred and ten working adults were surveyed using the ISM Profile and the data was analyzed, indicating concern with some items. Revision of the instrument based on the analysis is discussed. The dimensions of inclusion are described and future research is proposed.

INTRODUCTION

The U. S. Census Bureau expects that the United States will not be a Caucasian dominated country by 2050. These shifting demographics emphasize the business imperative for moving past diversity management to inclusion in order to be competitive in the global economy. A diverse organization realizes benefits from its ability to retain talent, to be in tune with market conditions, to work creatively and to innovate; such capabilities may be related to enhanced performance (Allen, Dawson, Wheatley, & White, 2008). Even though the imperative is recognized and desirable, in reality companies spend money and time on training for diversity, yet the organizational outcomes are less than expected (Chavez & Weisinger 2008). According to Sayed and Kramar (2009) both affirmative action and diversity management have fallen short of their objectives; if the broader benefits of diversity can be achieved, it will only happen with a multilevel approach to diversity. This multilevel approach will include not only the national, but also the organizational and individual levels.
Policies and procedures related to diversity have previously been the focus of many workplace diversity initiatives, yet less time is spent on the “norms and values” that can assist in embedding inclusiveness in the organization (Pless & Maak, p. 129) The Inclusion Skills Measurement (ISM) Profile was designed to assist in recognizing the skills gaps that exist in organizational members; such gaps must be recognized and addressed if inclusion is to be successfully embedded within organizations. The instrument consists of seven scales each of which addresses an aspect of inclusion. The first phase of the validation of the instrument is described below and further research is proposed.

JUSTIFICATION FOR THE STUDY

Corporations spend millions of dollars every year training their employees to drive behavioral change. Employees are told in a myriad of ways what behavior is expected of them, from technical, professional and soft skills perspectives. Everything from policies and procedures, employee handbooks, management directives, training programs etc. are designed to ensure employees integrate the messages of the corporate culture and behave accordingly.

Appropriate behavior is therefore an implicit and explicit part of the employer/employee contract. When addressing the subject of global inclusion and diversity however, the result of this training investment is often compliance and political correctness rather than true commitment to behavior change. There is not always congruence between an individual’s values and beliefs and the behaviors they are being asked to demonstrate at work. For example, on the subject of sexual orientation it is quite common to hear people speak of their religious values and beliefs and their discomfort at being asked to “accept” openly gay people in the workplace. They will default to a reluctant acceptance that the company requires them to behave appropriately while insisting that they will not change their values or beliefs on the topic. While it may not be possible to change a person’s values it is however imperative that individuals seeking to change the organizational culture and embed inclusion in their organizations more fully understand the values and beliefs that are at the root of any resistance to change.

The ISM profile seeks to explore values, beliefs and behaviors and to raise to consciousness some of the more hidden challenges. The ISM Profile has a balance of items addressing both topics. Based on the literature we propose the following assumptions:

Assumption 1

*Individuals have skills gaps in their diversity awareness, sensitivity and interpersonal skills of which they may or may not be aware.*
Individual behaviors have significant impact on the perception of an inclusive environment. Employees who are not consciously aware of their diversity competences are capable of saying or doing something that will negatively impact the work environment. Individual ego, the halo effect and the concept of unconscious incompetence are present to some degree in all individuals. Prior to embedding an inclusive environment, the organization is operating from an assimilation model where all employees work to fit in with the operating norms of the dominant culture(s). The first stage on the Diversity and Inclusion Journey is a state of oblivion where people do not realize that there is a need to be more sensitive. Skills gaps in all areas of diversity awareness are higher than people anticipate and require increased awareness and an ongoing commitment to personal growth. Individuals need to be open to learning about other cultures and to be sensitive to the micro-inequities that they may be perpetrating on others. Identification of these skills gaps is an essential part of the change process.

Assumption 2

*Teams and groups acknowledge diversity while failing to fully capitalize on the richness that authentic diversity and inclusion can offer.*

While much has been written on the benefits of diverse teams, the reality remains that teams function from an assimilation model and not a diversity model. Therefore, they fail to fully utilize the richness of diversity at their disposal.

A clear hierarchy of diversity issues exists ranging from topics that are non-contentious and not controversial, such as “diversity of thought,” to topics that are contentious, sensitive and often controversial, such as sexual orientation and race. Diverse groups may be well intentioned and believe they are utilizing all the diverse talent but often than not they are operating from an assimilation model that requires group members to comply with the norms set by the dominant culture. For example, women may adopt the male model for work styles in order to fit into the dominant group and People of Color will tend towards the Caucasian style of communicating.

Assumption 3

*Organizations spend time and resources on diversity but often fail to create supportive systems necessary for authentic inclusion.*

Much has been written about the money spent by corporations in an attempt to value diversity and change the organizational culture to one that values differences. Awareness and sensitivity workshops and skills/competency based training programs abound and some progress has been made. Resistances to change and to accepting differences are key factors in the struggle to
truly embed inclusion. For authentic inclusion to be achieved, the organization must provide a supportive culture where there is congruence between values, beliefs and behavior. It is crucial that each level of the organization sees globalization and Inclusion as a business imperative and not just something nice to do. There must be congruence of thought and actions and consistency in the message; it will not work if, for example, you have the senior leadership and HR stating that diversity matters, the lower levels of the organization knowing at a visceral level that they want diversity to matter and the mid-level managers expressing not only resistance, but displaying behaviors that are not supportive. The “frozen middle” can and often does, create the barrier to embedding an inclusive environment. If there is lip service at the top and resistance in the middle, then all of the dollars spent on training will not accomplish the stated goal of embedding inclusion. The organization must, in addition to training, build a diversity infrastructure by providing strategic support, including a Diversity Council, Diversity champions and advocates drawn from senior leadership ranks and Employee Affinity groups.

**ISM PROFILE DIMENSIONS OF INCLUSION**

To become inclusive and reap the benefits of diversity, organizations must embed inclusion in all levels of the system: individual (intra-personal and inter-personal), groups/teams and organization. The seven constructs comprising the ISM Profile each focus on a specific organizational level, as shown in Figure 1.

<table>
<thead>
<tr>
<th>INDIVIDUAL and ORGANIZATIONAL LEVELS</th>
<th>DIVERSITY COMPETENCIES</th>
</tr>
</thead>
<tbody>
<tr>
<td>Intra-personal</td>
<td>Diversity Sensitivity</td>
</tr>
<tr>
<td></td>
<td>Integrity with Difference</td>
</tr>
<tr>
<td>Inter-personal</td>
<td>Interacting with Difference</td>
</tr>
<tr>
<td></td>
<td>Valuing Difference</td>
</tr>
<tr>
<td>Group</td>
<td>Team Inclusion</td>
</tr>
<tr>
<td></td>
<td>Managing Conflict over Difference</td>
</tr>
<tr>
<td>Organization</td>
<td>Embedding Inclusion</td>
</tr>
</tbody>
</table>

Turnbull, Greenwood, Tworoger and Golden (2009) explain that each scale of the ISM Profile has a set of key diversity competencies and a series of items designed to explore the values, beliefs and behaviors of the individual. Each competence and the related items on the ISM Profile follow. Each item is also identified as focused on belief or behavior. The first two categories, Diversity Sensitivity and Integrity with Difference, address intra-personal competence and are devoted to providing measurement and feedback on how well individual are doing in the area of their own personal development (Turnbull et al 2009).
Diversity Sensitivity and key competencies measured:

- Monitors own diversity sensitivity and impact on others
- Makes a conscious effort to learn about those who are different
- Pro-active in exposing self to a range of experiences with those who are different
- Takes steps to improve own diversity awareness

<table>
<thead>
<tr>
<th>Item</th>
<th>Belief or Behavior/Action</th>
</tr>
</thead>
<tbody>
<tr>
<td>I ask for feedback on the impact of my behavior when interacting with those who are different to me</td>
<td>Behavior</td>
</tr>
<tr>
<td>I show respect for the values and ethics of others, even though they may differ from my own</td>
<td>Belief</td>
</tr>
<tr>
<td>I consider how my background impacts on my attitude to work and how this may differ from others</td>
<td>Belief</td>
</tr>
<tr>
<td>I am inclined to stereotype those who are different</td>
<td>Behavior</td>
</tr>
<tr>
<td>I am aware when I have upset or offended someone of difference</td>
<td>Behavior</td>
</tr>
<tr>
<td>I can show respect for other people’s differences without having to behave like them</td>
<td>Belief</td>
</tr>
<tr>
<td>When I am with a person who is different to me, as a mark of respect I try to accommodate their style</td>
<td>Behavior</td>
</tr>
<tr>
<td>I am wary of making assumptions about those who are different to me</td>
<td>Belief</td>
</tr>
<tr>
<td>I am aware of advantages I/others may enjoy simply by virtue of belonging to a particular group (e.g. gender or an ethnic group)</td>
<td>Belief</td>
</tr>
<tr>
<td>I make efforts to consider the diverse needs of others and balance them with my own</td>
<td>Behavior</td>
</tr>
<tr>
<td>I look for ways to learn about people who have different world views to my own</td>
<td>Behavior</td>
</tr>
<tr>
<td>I invest time in analyzing what I do when interacting with those who are different</td>
<td>Behavior</td>
</tr>
<tr>
<td>5 beliefs, 7 behaviors</td>
<td></td>
</tr>
</tbody>
</table>

Integrity with Difference and key competencies measured:

- Aware of personal attitudes and beliefs about members of own social identity group
- Vigilant about the tendency to discount self and members of own social identity group due to internalized oppression
- Able to encourage those from own social identity group(s) to acknowledge and own the merits of their difference while honoring the diversity in others
<table>
<thead>
<tr>
<th>Item</th>
<th>Belief or Behavior</th>
</tr>
</thead>
<tbody>
<tr>
<td>I am uncomfortable working for someone of my own ethnicity/race</td>
<td>Belief</td>
</tr>
<tr>
<td>I overcome any negative views others may communicate about the group with which I identify</td>
<td>Behavior</td>
</tr>
<tr>
<td>I resent people from the group with which I identify who continually require their difference to be acknowledged and/or accommodated</td>
<td>Belief</td>
</tr>
<tr>
<td>I am uncomfortable working for someone of my own gender</td>
<td>Belief</td>
</tr>
<tr>
<td>I promote other people’s difference, but not my own</td>
<td>Behavior</td>
</tr>
<tr>
<td>I prefer to fit in with the majority and not emphasize my difference</td>
<td>Belief</td>
</tr>
<tr>
<td>When someone from the group with which I identify gets promoted I worry that they will fail and reflect badly on me</td>
<td>Belief</td>
</tr>
<tr>
<td>I encourage people from the group with which I identify to be true to who they are</td>
<td>Behavior</td>
</tr>
<tr>
<td>When someone from the group with which I identify is successful, I am among the first to congratulate them</td>
<td>Behavior</td>
</tr>
</tbody>
</table>

The second level of competence is in the area of inter-personal skills and the scales responding to these skills are: Interacting with Difference and Valuing Difference. These two scales address inter-personal competence and are devoted to providing measurement and feedback on how well individuals are relating to others (Turnbull, et al., 2009).

**Interacting with Difference and key competencies measured:**

- Listens actively for other frames of reference and does not prejudice
- Seeks to understand and adapt to different styles when working with those who are different
- Treats others as they wish to be treated
- Shows a readiness to change the way he/she does things to meet the needs of those from diverse backgrounds
### Item Belief or Behavior

<table>
<thead>
<tr>
<th>Item</th>
<th>Belief or Behavior</th>
</tr>
</thead>
<tbody>
<tr>
<td>I show a readiness to accommodate difference, rather than ignore it</td>
<td>Belief</td>
</tr>
<tr>
<td>I am willing to change my way of doing things in the workplace to suit other groups</td>
<td>Behavior</td>
</tr>
<tr>
<td>I believe that to be successful in the organization, one should conform to “the way we do things around here”</td>
<td>Belief</td>
</tr>
<tr>
<td>I treat others as individuals not just as members of the group to which they belong</td>
<td>Behavior</td>
</tr>
<tr>
<td>I demonstrate how to give and take in the workplace, by accommodating my team members’ diverse needs</td>
<td>Behavior</td>
</tr>
<tr>
<td>I am aware that with rights come obligations to others in the workplace</td>
<td>Belief</td>
</tr>
<tr>
<td>I am aware that the way people engage differs for people from different backgrounds</td>
<td>Belief</td>
</tr>
<tr>
<td>I treat others as they wish to be treated knowing this may differ to how I wish to be treated myself</td>
<td>Behavior</td>
</tr>
<tr>
<td>I listen deeply to people from different backgrounds to understand their perspective(s)</td>
<td>Behavior</td>
</tr>
<tr>
<td>When I am asked to accommodate cultural/religious differences, it is like asking me to sacrifice my own values and who I am</td>
<td>Belief</td>
</tr>
<tr>
<td>I use language in the workplace that is non-racist, non-sexist and free of terminology that stereotypes others</td>
<td>Behavior</td>
</tr>
</tbody>
</table>

**5 beliefs, 6 behaviors**

### Valuing Difference and key competencies measured:

*Encourages innovation and creativity in the workplace*

*Embraces diversity as a resource to benefit the organization & its members*

*Treats diversity as an asset, not a liability*

*Supports systems, procedures and practices which promote diversity in the workforce*

*Leverages the benefits differences can add*

<table>
<thead>
<tr>
<th>Item</th>
<th>Belief or Behavior</th>
</tr>
</thead>
<tbody>
<tr>
<td>I actively seek advice or ideas from people with a different perspective</td>
<td>Behavior</td>
</tr>
<tr>
<td>Making allowances for those who are different in the workplace tends to compromise efficiency</td>
<td>Belief</td>
</tr>
<tr>
<td>I look for solutions that incorporate all points of view</td>
<td>Behavior</td>
</tr>
<tr>
<td>I work on creating an environment comfortable for all so that everyone can express themselves</td>
<td>Behavior</td>
</tr>
<tr>
<td>I expect those who are different to behave the way the majority do</td>
<td>Belief</td>
</tr>
<tr>
<td>I encourage those who are different to focus on the value that their difference brings to the workplace</td>
<td>Behavior</td>
</tr>
<tr>
<td>We can adapt to new things without sacrificing who we are</td>
<td>Belief</td>
</tr>
<tr>
<td>Encouraging differences in the way people perform will lead to innovation and creativity in the workplace</td>
<td>Belief</td>
</tr>
</tbody>
</table>

**4 beliefs, 4 behaviors**
The third category, which is crucial in the understanding of how to embed inclusion, is groups/teams. The two scales related to this topic are: Team Inclusion and Resolving Conflict over Difference. These two scales are devoted to providing measurement and feedback on how well diverse groups and teams are doing (Turnbull, et al 2009).

**Team Inclusion and key competencies measured:**

*Team Inclusion and key competencies being measured:*
*Takes every opportunity to ensure that project teams and work groups are diverse*
*Encourages and capitalizes on the diverse contributions and strengths of team members*
*Practices inclusive behaviors in groups and intervenes sensitively when exclusionary behaviors occur.*

<table>
<thead>
<tr>
<th>Item</th>
<th>Belief or Behavior</th>
</tr>
</thead>
<tbody>
<tr>
<td>When people in the team are being left out, I make an effort to include them</td>
<td>Behavior</td>
</tr>
<tr>
<td>I am frustrated at having to take account of every team member’s differences</td>
<td>Belief</td>
</tr>
<tr>
<td>I do everything possible to choose people from diverse backgrounds or with diverse styles when forming teams</td>
<td>Behavior</td>
</tr>
<tr>
<td>It is better to get on with the job than to waste time talking about the behavior of team members from different backgrounds</td>
<td>Belief</td>
</tr>
<tr>
<td>Teams become dysfunctional if the members are too different from one another</td>
<td>Belief</td>
</tr>
<tr>
<td>I react negatively to people on teams who want to be different</td>
<td>Behavior</td>
</tr>
<tr>
<td>Merging different thinking styles in a team is more of a hindrance than a help</td>
<td>Belief</td>
</tr>
<tr>
<td>When forming/joining a team I bear in mind that diverse teams provide a competitive advantage</td>
<td>Behavior</td>
</tr>
<tr>
<td></td>
<td>4 beliefs, 4 behaviors</td>
</tr>
</tbody>
</table>

**Resolving Conflict over Difference and key competencies measured:**

*Takes a conscious effort to learn about different styles of conflict resolution*
*Has insight into and monitors own preferred conflict management style and its impact on others*
*Is pro-active in managing conflict over difference when it arises rather than avoiding it*
*Actively creates the space for people to use different forms of conflict resolution*
<table>
<thead>
<tr>
<th>Question</th>
<th>Belief or Behavior</th>
</tr>
</thead>
<tbody>
<tr>
<td>I feel free to discuss conflicts over differences as they arise</td>
<td>Behavior</td>
</tr>
<tr>
<td>I am frustrated by people who try to resolve conflict in an indirect manner</td>
<td>Belief</td>
</tr>
<tr>
<td>I handle conflict in a manner that allows others to be heard and understood</td>
<td>Behavior</td>
</tr>
<tr>
<td>I do not require people to resolve conflict in my way if this does not sit well with them</td>
<td>Behavior</td>
</tr>
<tr>
<td>It is better to be politically correct than to express your true feelings when faced with conflicts over difference</td>
<td>Belief</td>
</tr>
<tr>
<td>I am more comfortable providing feedback to people who are most like me</td>
<td>Behavior</td>
</tr>
<tr>
<td>When angry, I express it to people irrespective of their gender, race or culture</td>
<td>Behavior</td>
</tr>
<tr>
<td>People should be allowed to express themselves in their own way when trying to resolve conflict over differences</td>
<td>Belief</td>
</tr>
<tr>
<td>I am frustrated by people who mask their emotions to maintain harmony when dealing with disagreement</td>
<td>Belief</td>
</tr>
</tbody>
</table>

The final level, which is important to the change management process, is the Organization (impact of culture on organizations and organizations on culture) and the scale dedicated to this topic is: Embedding Inclusion. This scale is dedicated to providing measurement and feedback on how well the overall organization is doing in its attempts to embed an inclusive environment and cause culture change (Turnbull, et al 2009).

**Embedding Inclusion and key competencies measured:**

*Is actively involved with organizational issues that promote diversity awareness*

*Constantly seeks out opportunities to lobby influential individuals and groups on issues of diversity and inclusion*

*Challenges prejudice and injustice, when confronted with evidence of it in the workplace, directly or indirectly*

*Is an active advocate of treating people fairly and accommodating difference in all spheres of life i.e. personal, professional and the wider community*
VALIDATION OF THE INSTRUMENT

Subjects

During Phase I, one hundred and ten currently employed adults were asked to take the ISM Profile questionnaire. All were over the age of 18 and asked to volunteer without compensation. Students with full time jobs who attend graduate business school weekend classes were asked to participate. The sample consists of 63 females and 47 males. When asked to self identify race, the largest groups were Hispanics (33%), African-Americans (27%), and Caucasians (24%). Forty-two percent of the sample identified themselves as being born in the US, with the remaining sample coming from over 30 different countries. Thirty-six percent of the sample identified themselves as Catholic and 39% as Christian. Ninety-seven percent of the sample reported themselves as Heterosexual

Procedure

After subjects volunteered, they were asked to sign a consent form and then given a paper copy of the questionnaire to fill out. The individuals rated themselves on a variety of questions related to the topic of attitudes towards diversity. The completed questionnaire answers were entered into the Statistical Package for the Social Sciences (SPSS, 2010) by student employees. The data was analyzed to insure the reliability of the questions, determine the ideal length of the test, and
determine whether all scales are necessary in the final instrument. The instrument will be revised based on the statistical data analysis and future analysis.

RESULTS

Phase I data was analyzed using SPSS 17. Data for each of the scales was analyzed for internal reliability and determination of the optimal number of items for each scale. Item intercorrelations across and within the scales were used to determine which items to eliminate. Reliability data was used to eliminate items that showed unacceptable levels of test-retest reliability. Scale inter-correlations were used to determine if scales were redundant or actually measuring different things. Using this information, revisions to the questionnaire will be made with the goal of retaining the maximum information while reducing the overall number of items.

The scales overall were multi-dimensional, with average correlations among the items at approximately .30. Cronbach’s alpha for the scales were low ranging from .45 to .66 with the exception of Resolving Conflict at .01, indicating that the scale as written performed randomly with no common material or concept. Item correlations with each scale total showed that 60 of the 73 items were placed on the correct scale with the major exceptions being the nine Resolving Conflict items. Table 1 presents the intercorrelations among the scales. Overall, the scales correlated moderately, with the Diversity Sensitivity scale showing the highest correlations.

DISCUSSION

The results of the validation process indicate that inclusion skills can be measured reliably. The seven scales are: Diversity Sensitivity, Integrity with Difference, Interacting with Difference, Valuing Difference, Team Inclusion, Managing Conflict over Difference, and Embedding Inclusion. Six of the seven scales associated with Inclusion exhibit acceptable reliability and one scale, Diversity Sensitivity, has good reliability. In general, complex constructs such as these will yield low Cronbach’s alpha scores. However, a Cronbach’s alpha of .01 for the scale Resolving Conflict indicates unacceptably low reliability. The entire scale and the items associated with it must be intensely examined, rewritten, and further tested.

Based on results of the intercorrelations across and within scales, the following items will be removed from the instrument. By removing the items below, the reliability of the related scale will be improved.
<table>
<thead>
<tr>
<th>Relevant Systems Level</th>
<th>Relevant Scale</th>
<th>Original items to be removed from final version</th>
</tr>
</thead>
<tbody>
<tr>
<td>Group</td>
<td>Team Inclusion</td>
<td>If someone on the team has something to say, it is up to them to make themselves heard.</td>
</tr>
<tr>
<td>Inter-Personal</td>
<td>Valuing Differences</td>
<td>It is best when working with diverse people to focus on their similarities rather than their differences.</td>
</tr>
<tr>
<td>Organization</td>
<td>Embedding inclusion</td>
<td>I avoid talking about gossip that separates diverse groups in the workplace.</td>
</tr>
<tr>
<td>Inter-Personal</td>
<td>Interacting with Difference</td>
<td>I demonstrate to others how to give and take in the workplace, by accommodating my team members’ diverse needs.</td>
</tr>
<tr>
<td>Organization</td>
<td>Embedding Inclusion</td>
<td>I act on the basis that prejudice is part of reality and there is no point in fighting it.</td>
</tr>
<tr>
<td>Group</td>
<td>Team Inclusion</td>
<td>I create rules around team discussion to allow everybody to be heard.</td>
</tr>
</tbody>
</table>

The scale Resolving Conflict over Differences showed the weakest results in the original reliability testing, therefore we will add the following list of new items to the second phase test.

<table>
<thead>
<tr>
<th>Original Items</th>
<th>New Items</th>
</tr>
</thead>
<tbody>
<tr>
<td>I feel free to discuss conflicts over differences as they arise</td>
<td>I am not afraid to discuss diversity issues when there is disagreement that arise over diversity issues</td>
</tr>
<tr>
<td>I am frustrated by people who try to resolve conflict in an indirect manner</td>
<td>I prefer people to be direct rather than indirect when dealing with diversity issues.</td>
</tr>
<tr>
<td>I handle conflict in a manner that allows others to be heard and understood</td>
<td>I try to listen to all sides of the argument when faced with conflict over diversity issues</td>
</tr>
<tr>
<td>I do not require people to resolve conflict my way if this style does not sit well with them</td>
<td>I allow people to deal with conflict in a way they find comfortable and culturally appropriate</td>
</tr>
<tr>
<td>It is better to be politically correct than to express your true feelings when faced with conflict over diversity</td>
<td>I prefer to remain politically correct when it comes to diversity problems.</td>
</tr>
<tr>
<td>I am more comfortable providing feedback to people who are most like me</td>
<td>I am uncomfortable providing negative feedback to people from other diverse groups</td>
</tr>
<tr>
<td>When angry, I express it to people irrespective of their gender, race or culture</td>
<td>I do not let a person’s race, gender or culture stop me from expressing appropriate anger</td>
</tr>
<tr>
<td>People should be allowed to express themselves in their own way when trying to resolve conflicts across diversity</td>
<td>The ways in which people deal with conflict are strongly influenced by a person’s race, gender and culture</td>
</tr>
<tr>
<td>I am frustrated by people who mask their emotions to maintain harmony when dealing with a disagreement</td>
<td>I am frustrated by people who will not be direct when dealing with a diversity conflict</td>
</tr>
</tbody>
</table>
Results from Phase I indicated a need to do further analysis of the revised data. A further sample of 400 participants will be analyzed with the end goal of utilizing factor analysis to determine if the changes made to this instrument will then provide better reliability and validity for the self-assessment portion of the instrument.

LIMITATIONS AND DIRECTIONS FOR FUTURE RESEARCH

The limitations cited by Turnbull et al (2009) such as personal bias, the halo effect, frame of reference, perceptions, organizational morale, and the utilization of the instrument by each organization are still relevant. There are a number of additional limitations that should be noted.

We are aware that using adult students from a weekend MBA program may have impacted the results. The actual assessment will be used in corporations where employees will be asked to take it and will perhaps have different motivations for their answers. It is possible that some of the data has been skewed by the voluntary nature of the study and also by the fact that the respondents in this situation had no real commitment to the results of the research. This may have positively or negatively skewed the results as in some cases it will have freed people to tell their truth and in other cases there may have been a laissez faire approach to completion. As always, the problems of self-report exist in our study.

Prior to conducting Phase II of the research which addresses the peer review feedback section, we will undertake Phase IA, where we will seek 400 respondents to take a revised version of the self assessment section. We will include the nine new questions from the Resolving Conflicts scale at the end of the survey list, and we will not, for now, remove the six questions that have been identified as not showing significant differentiation. The results of this second study will be examined using factor analysis to gain further insight about the validity and reliability of the ISM Profile instrument.
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**Table 1: Correlations Between Scales**

<table>
<thead>
<tr>
<th></th>
<th>Diversity</th>
<th>Integrity</th>
<th>Interaction</th>
<th>Valuing</th>
<th>Team</th>
<th>Resolving</th>
<th>Embedding</th>
</tr>
</thead>
<tbody>
<tr>
<td>Diversity</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Integrity</td>
<td>.421**</td>
<td></td>
<td>.394**</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Interaction</td>
<td>.574**</td>
<td>.394**</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Valuing</td>
<td>.429**</td>
<td>.393**</td>
<td>.425**</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Team</td>
<td>.502**</td>
<td>.345**</td>
<td>.488**</td>
<td>.485**</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Resolving</td>
<td>.374**</td>
<td>.325**</td>
<td>.370**</td>
<td>.284**</td>
<td>.209**</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Embedding</td>
<td>.591**</td>
<td>.251**</td>
<td>.469**</td>
<td>.401**</td>
<td>.441**</td>
<td>.367**</td>
<td></td>
</tr>
</tbody>
</table>

df=108* p<.05
DOES AGE MATTER IN JOB SATISFACTION?
THE CASE OF U.S. INFORMATION TECHNOLOGY PROFESSIONALS

Issam Ghazzawi, University of La Verne

ABSTRACT

Many studies have examined the relationship between age and job satisfaction. These studies have revealed conflicting results. While some concluded that such relationship is positive and linear, others have concluded negative non-linear, U-shaped, or J-shaped, or no significant relationship. This study is to further investigate the impact of age on job satisfaction in a profession that has received less attention from researchers- that of information technology. A survey of 132 IT professionals in various Southern California organizations were conducted using the Minnesota Satisfaction Questionnaire “MSQ” short form to examine the effects of age on job satisfaction. This study accepted its null hypotheses that age does not play a role in job satisfaction among IT professionals in the United States. Suggestions for future research are also provided. This research contributes to job satisfaction literature by providing empirical findings regarding the relationship of age and job satisfaction.

INTRODUCTION

Job satisfaction literature is a rich one. It has been enriched with numerous empirical and meta-analysis study research. It is considered one of the most studied work related attitudes by many researchers in the fields of organizational behavior and human resources in private and public sectors (Bedeian, Ferris, & Kacmar, 1992; Clark 1997; Durst & DeSantis, 1997; Ellickson & Logsdon, 2001; Jung & Moon, 2007; Lewis, 1991; Ting, 1997; Wright & Kim, 2004). It is no surprise that more than 12,000 job satisfaction studies were published by the early 1990s (Kinicki, McKee-Ryan, Schriesheim, & Carson, 2002; Kreitner & Kinicki, 2007). However, very few researchers have studied the role of age in job satisfaction in the information technology industry in the United States or in other countries. Literature on the subject of age and job satisfaction has been general and not industry specific. This paper is focused on studying the role of age on job satisfaction of IT professionals out of a belief that every industry has its own particulars and specificity that differentiates it from other industries.

Information technology professionals have not been a major focus of study as it pertains to the subject of job satisfaction (Ghazzawi, 2008a). According to Ghazzawi (2008a), today’s literature provides few insights on the subject of job satisfaction in an industry that controls important aspects...
of our lives. The IT profession employs millions of people from all ages and in various positions and capacities with a mission to cope with the challenges of this borderless 24 hour a day world.

The study is based on data collected from 132 IT professionals from various organizations in Southern California, using the Minnesota Satisfaction Questionnaire “MSQ” (the general satisfaction scale—the short form); the study tested the age role in job satisfaction through the use of descriptive statistics.

The Purpose of this Study

While many attempts to determine the age-job satisfaction relationship have been established and provided conflicting results, no study has examined the age-job satisfaction relationship and shape in the information technology. Therefore the purpose of the present study is to determine whether a relationship exists between age and job satisfaction and what type of relationship exists. As mentioned earlier, the reason age and gender of IT professionals were the purpose of this study; is that this subject has received scant attention from researchers, despite the importance of this group’s contribution to today’s organization.

THEORETICAL FOUNDATIONS OF THE STUDY

Over the years, many reports on workplace satisfaction based on a representative sample of 5,000 U.S. households have been published by The Conference Board (“Job Satisfaction Declines”, 2007). These reports revealed that American employees are growing increasingly unhappy with their jobs (“Job Satisfaction Declines”, 2007; The Conference Board, 2003; Olian, 2003; Shea, 2002; Stafford, 2007; “U.S. job satisfaction hits record low, 2003; “U.S. Job Satisfaction Keeps Falling”, 2005). In 2007, less than 50% of workers said they were satisfied with their jobs, down from 61% two decades ago (“Job Satisfaction Declines”, 2007). Less than 39% of workers under the age of 25 are satisfied with their jobs (“Job Satisfaction Declines”, 2007). The director of The Conference Board’s Consumer Research Center, Lynn Franco, commented there is a widespread feeling among many American workers that times have changed, and their jobs aren’t providing the satisfaction they once did. This is a growing concern for management (Shea, 2002).

It is no secret that in today’s economy, employees’ choices of employment opportunities and job mobility are limited in comparison to a few years ago. America’s labor market has lost 4.4 million jobs since the recession began in December 2007, (“The jobs crisis,” 2009). According to the Economist magazine, “an American who losses his job today has less of a chance of finding another one than at any time since records began half a century ago… but it is already clear that unemployment will strike hard beyond America and Britain (“The jobs crisis,” 2009, p. 11). The news is not good for American workers who see and believe the American Dream today is very different from decades ago. While about 65% of U.S. workers continued to believe that the
American Dream is still a reality, they also feel that it is under attack ("Change to Win," 2009). Due to this great economic distress and feelings of anxiety, 52% of Americans today fear that someone in their family or a friend will lose their health insurance in the next year ("Change to Win," 2009). A greater number of Americans (more than 58 percent) are afraid that a family member or friend will lose their job. Additionally, 66% believe that it will be harder for the next generation to achieve the “American Dream” ("Change to Win," 2009).

**Job Satisfaction**

According to George and Jones (2008), job satisfaction is “the collection of feelings and beliefs that people have about their current jobs. People’s levels or degrees of job satisfaction can range from extreme satisfaction to extreme dissatisfaction” (p. 84). Simply stated, job satisfaction is the extent to which someone likes his or her job (Kreitner & Kinicki, 2007). Others have broadly defined job satisfaction as “a positive feeling about a job resulting from an evaluation of its characteristics” (Robbins & Judge, 2009, p. 83), Nelson and Quick (2009) defined it as “a pleasurable or positive emotional state resulting from the appraisal of one’s job or job experiences” (p. 56). Many argued that job satisfaction is the opposite of job dissatisfaction (Beam, Kim, & Voakes, 2003; Ewen, Hulin, & Smith, 1966). Ewen et al. (1966) explained that if the presence of a factor leads to satisfaction, then absence of this factor will eventually lead to dissatisfaction.

Herzberg, Mausner, and Snyderman (1959) developed the “Two-Factor Theory of job satisfaction”. Accordingly, they suggested that job satisfaction was related to outcomes associated with the work itself including: Achievement, chance for personal growth, recognition, responsibility/stimulating work, and promotion opportunities (Herzberg et al., 1959). Since it was associated with strong levels of job satisfaction, Herzberg et al. (1959) labeled it as “motivators.” Contrary to that, job dissatisfaction was associated primarily with factors surrounding the job that include: physical working conditions, job security, company policies, quality of supervision, salary, and relations with others (Gordon, 2002; Herzberg et al., 1959; Herzberg, 1987; Herzberg, 2003). Suggesting they are not motivational, Herzberg et al. (1959) labeled them as hygiene (maintenance) factors. Employees who satisfy their hygiene factors could reduce their job dissatisfaction with their working conditions (Herzberg et al., 1959, Herzberg, 1987, Herzberg, 2003). A few studies on job satisfaction concluded that extrinsic factors have a major impact on employee turnover, while intrinsic satisfaction has even more impact and plays an even greater role in employee turnover behavior (O’Reilly & Caldwell, 1980; Randolph, 2005; Tang, Kim, & Tang, 2000; Udechukwu, 2007).

Based on the aforementioned definitions and explanations, someone’s job requires continuous interactions with others, namely coworkers, superiors, and subordinates. It also requires adhering to organizational policies, rules, and operating procedures; meeting performance standards; and coping with the work conditions and its environment to name a few (Robbins & Judge, 2009;
Griffin & Moorhead, 2009). As consequences of these work variables, the assessment of employees’ job satisfaction becomes a tedious mission for management (Ghazzawi, 2008b). Low employees’ turnover is a consequence of satisfied employees, which in turn translates into more organizational success (Dalton, 2004; Grant, 1998; Greenberg & Baron, 2008; Grugulis, 2007; Kent, 2005; Phifer, 1978; Stammen, 2003). Happy employees tend to be more motivated, engaged, committed, and loyal to their organizations as compared with unhappy (unsatisfied) employees (“Happiness Research,” 2007).

What causes satisfaction could be summarized as follows: (1) personality-dispositional/genetic; (2) values-extrinsic and intrinsic; (3) work situation; (4) social influence; and (5) life satisfaction (Andre, 2008; George, 1992; George & Jones, 2008; Ghazzawi, 2008b; Ghazzawi & Smith, 2009; Greenberg & Baron, 2008; Judge & Locke, 1993; Staw & Ross, 1985; Staw & Cohen-Charash, 2005; Watson & Slack, 1993). However; the consequences of job satisfaction could be summarized in the following categories: (1) organizational commitment, (2) organizational citizenship behavior (OCB), and (3) employee well-being (George, 1992; George & Jones, 2008; Ghazzawi, 2008b; Ghazzawi & Smith, 2009; Judge & Locke, 1993; Robbins and Judge, 2009; Rue & Byars, 2005). On the other hand; the consequences of job dissatisfaction are (1) absenteeism, (2) turnover intentions, and (3) turnover (George, 1992; George & Jones, 2008; Ghazzawi, 2008b; Ghazzawi & Smith, 2009; Judge & Locke, 1993; Robbins and Judge, 2009).

**AGE AND JOB SATISFACTION**

Age is a factor in job satisfaction or dissatisfaction (Eichar, Brady, & Fortinsky, 1991; Weaver, 1980). Older workers tend to be more satisfied with their jobs than younger workers (Melvin, 1979). Lahoud (2006) concluded that a positive linear relationship existed between age and job satisfaction among network administrators. Lahoud also concluded that job satisfaction is correlated positively with person’s education and experience (2006). DeSantis & Durst (1996) suggested that while job satisfaction in initial stages decreases, it rises as employees get older. Such positive relationship between age and job satisfaction was tested and explained through the argument that older employees tend to have more realistic expectations than younger employees about their jobs and have better sense of achievement (DeSantis & Durst, 1996; Durst & DeSantis, 1997; Rhodes, 1983).

According to Robinson (2002), overall job satisfaction among workers in the U.S. slightly increases with age; however, it fails to go above 49% regardless of the age group. An important key point here is that older employees are more satisfied with their bosses: Perhaps, according to Robinson (2002), they have become bosses themselves. A meta-analysis research which involved 21 independent studies and over 10,000 employees to determine which demographic differences attribute to job satisfaction revealed that only age and organizational tenure correlated positively with job satisfaction (Brush, Moch, & Pooyan, 1987). Among other studied variables were
education, job tenure, race, and gender (Brush et al., 1987). Bedian, Ferris, and Kacmar (1992) also concluded that tenure was a more stable predictor of job satisfaction than chronological age.

On the other hand, Eichar et al. (1991) argued that individuals become more satisfied with their jobs during their thirties as their careers become more defined. This satisfaction levels off as these workers enter their forties, due in part to disenchantment with their careers. Finally, as these workers enter their fifties and resign themselves to their lot in life, job satisfaction rises once again (Eichar et al., 1991). This conclusion was supported by Clark, Oswald, and Warr (1996) who studied a large sample of British employees and found a strong U-shaped relationship between age and job satisfaction. Supporting this argument, Hunter (2007) concluded that satisfaction followed a U-shaped relationship. While employees 55 years and older reported the highest satisfaction scores in the workplace, younger employees (ages of 26-35 years) expressed lower satisfaction, followed by employees in the age group of 36-45. Employees in the age group of 18-25 reported higher satisfaction than the former group (i.e. 36-45) and helped create the U-shaped relationship (Hunter, 2007). Satisfaction started to rise at the age of 46 and maintained relative stability thereafter (Hunter, 2007).

On the contrary, other studies suggested that older employees are less satisfied than younger employees for reasons including their tendency to be burned out and experience loss of excitement about work as they become used to their work (Bern, Snyder, & McDaniel, 1998; Clark, Oswald, & Warr, 1996; Oshagbemi & Hickson, 2003). Studies on job satisfaction in institutions of higher education revealed that research and teaching satisfaction are negatively correlated with increasing age and length of service (Oshagbemi & Hickson, 2003; Hickson and Oshagbemi, 1999). Similarly, in an empirical study Luthans and Thomas (1989) concluded that while job satisfaction tends to be moderately high for supervisors approaching their mid to late 30s, it is highest for those who are currently in their 40s, and lower for supervisors who are in their 50s and 60s.

When comparing satisfaction based on sectors (i.e. public versus private), Jung and Moon (2007) concluded that no substantive age effect on job satisfaction existed among public sector and nonprofit employees; however, they found a statistically significant difference in job satisfaction among the employees of the private sector as related to their age. Such relationship is a negative one. “Compared to their older colleagues, young private employees appear to be relatively satisfied with their jobs, probably because of their positive expectations. Unfortunately, the job satisfaction of private employees declines later in their careers” (Jung & Moon, 2007, pp. 142-3).

Other studies found that age has a non-linear association (no impact) on job satisfaction (Sarker, Crossman, & Chinmetyeepituck, 2003; Sharma & Jyoti, 2005, 2009; Tu, Plaisent, Bernard, & Maguiraga, 2005) or rather statistically insignificant impact (Bos, Donders, Bouwman-Brouwer, & Van der Gulden, 2009; Bernal, Snyder, & McDaniel, 1998). Some studies concluded that as a chronological variable, age is not a predictor of job satisfaction (Bernal, Snyder, & McDaniel, 1998).
A study by Leadership IQ (a leadership training and research company) titled “Younger workers least happy” (Katz, 2008), indicated that the youngest workers are the least satisfied. In the same study, 30% of workers ages 21-30 would strongly recommend their organization as a good place to work compared to 47% of workers ages 61-70. According to Katz (2008), the older the workers are, the more likely they are to have a high opinion of the organization. Accordingly, age is positively correlated to workplace satisfaction. For instance, Kalleberg and Loscocco (1983) concluded that the relationship between age and employees’ job satisfaction could be partially explained through cohort membership. A positive relationship with other co-workers, partially contributes to satisfaction. An Oklahoma City study indicated that age affects job satisfaction among government employees and that the dissatisfaction with career opportunities and job content is the driver of turnover for employees’ under the age of 40 (Survey shows age difference in government job satisfaction, 2008). A study by ComPsych argued that older workers who are in their fifties and sixties are more likely to exercise regularly, follow healthy diets, and be less stressed than younger workers in their thirties (Wolgemuth, 2008).

According to the Conference Board report, less than 39% of workers under the age of 25 are satisfied with their jobs (“Job Satisfaction Declines”, 2007). Additionally and according to the same study, workers aged 45 to 54 are the second most dissatisfied group in the study sample (“Job Satisfaction Declines”, 2007).

In an empirical study on over 3,000 technical professionals, Finegold, Mohrman, and Spreitzer (2002) concluded that older employees’ satisfaction with job security is strongly correlated with factors related to job and to employees’ desire to remain with their organization as compared to those under 30 years of age. Contrary to that, same research concluded that satisfaction with work-life balance is more strongly related to those under age 30 than those over 30 (Finegold, Mohrman, and Spreitzer, 2002). In addition, satisfaction with opportunities to develop employee’s technical skills and pay and its linkage to individual performance has a more negative correlation with employees under the age of 30 than those who are over the age of 45 (Finegold, Mohrman, and Spreitzer, 2002).

Based on an empirical study to determine the attitudes toward work of generation Y students, Josiam, Crutsinger, Reynolds, Dotter, Thozur, and Devine (2009) argued that positive work attitude was enhanced with increasing age and work experience, while negative work attitude was reduced. Finally, a study by Sarker, Crossman, & Chinmeteepituck (2003) concluded that employees’ overall job satisfaction level is not significantly associated with age, but with tenure at the job.

**INFORMATION TECHNOLOGY AND JOB SATISFACTION**

According to the U.S. Department of Labor-Bureau of Labor Statistics (2009a), as the use of technology and the high demand for technical workers is increasing in the workplace, the employment growth in the technology sector is projected to be faster than average growth for all
occupations. Accordingly, the employment of computer and information systems managers is projected to grow 16 percent over the 2006-16 timeframe, which is faster than the average (U.S. Department of Labor, 2009b). The employment of computer systems analysts is projected to grow by 29% over the 2006 to 2016 time period, and the employment of computer software engineers is also projected to grow by 38% over the same time period (U.S. Department of Labor, 2009a). However, as a result of systems and applications consolidation and centralization, the advances in programming languages and tools, and the increased ability of users to design and write more of their own programs, the employment of computer programmers is expected to decrease by 4 percent from 2006 to 2016 (U.S. Department of Labor-Bureau of Labor Statistics, 2009b).

According to Roman Habtu (2003), younger generations were attracted to careers in information technology. In 2001, the average age of workers in the Canadian information technology professions was 36, as compared to 39 for all occupations and 38 for natural and applied sciences (Habtu, 2003). According to Habtu (2003), “Specific occupations had even younger age profiles. For example, nearly 7 in 10 web designers were under 34 with an average age of 32” (para.7). However, the average age of an information professional in the U.S. is 37.9 for a male IT professional and 39.9 for a female professional as compared to 41 for all occupations for both genders (Rosenbloom & Ash, 2005).

According to Cummings (2007), IT professionals’ top satisfiers were: (1) the working conditions and corporate culture; (2) their peers; and (3) the challenge they got from the job itself. However, their sources of frustration (dissatisfaction) were: (1) working long hours to resolve technical issues or to complete an implementation, (2) being placed on call to take care of technical issues at anytime; and (3) dealing with politics and red tape when a fast decision is needed. In a similar study, Ghazzawi (2008a) concluded that IT pros are generally satisfied. Their key sources of satisfactions factors are: (1) ability to keep busy all the time; (2) ability to do things that don’t go against their conscience; (3) employment security; (4) the chance to work alone on the job; (5) the chance to try their own methods of doing the job; (6) supportive co-workers; and (7) the working conditions. On the other hand, their key sources of dissatisfaction stemmed from: (1) company policies and practices; 2) the chances for advancement; and (3) their pay and the amount of work (Ghazzawi, 2008a).

**RESEARCH METHOD**

This study investigates the factors contributing to job satisfaction and dissatisfaction among different age groups in information technology professionals in the United States. This research paper attempts to answer the questions of whether age has an impact on job satisfaction. The research method for this study was based on an empirical study and descriptive statistics using the Chi-Square test with 95% confidence level to determine if differences in job satisfaction are impacted by IT professionals’ age and what are the factors that moderate such differences.
The major part of the study included a survey of 132 IT professionals from various U.S. Southern California organizations. Of the nearly 165 participants solicited from these organizations or their branches, 132 individuals volunteered to participate in the current study and actually completed and returned the survey (response rate of 80%). Participants represented a diverse age group whose ages varied from 25 and under to 56 or older (please refer to Table 1).

Data were collected using the Minnesota Satisfaction Questionnaire “MSQ”, the general satisfaction scale “the short form.” MSQ’s short form was used with a permission of Vocational Psychology Research, University of Minnesota. The aforementioned general satisfaction scale consists of 20 items, one item from each of the original 20 scales (Lester & Bishop, 2000; Weiss, Dawis, England, & Lofquist 1967).

**IT Professional: An Empirical Definition**

Ghazzawi (2008a) defined an IT professional as any employed person who is involved in technical service and support, IT management, IT networks, system integration and development, application development, web design, project management, IT procurement, technical end-user support, IT solutions implementation, IT infrastructure, Internet Protocol, or IT solutions sales and support.

**Procedure**

Participation in this study was voluntary and survey responses were confidential. Study participants were asked to sign a consent form acknowledging their understanding of the purpose of the study, indicating their awareness that their participation was voluntary, and knowing they had the right to withdraw at any time without consequences of any kind. Afterward, participating IT professionals were given the Minnesota Satisfaction Questionnaire “MSQ” short form containing the 20 question-general satisfaction scale to indicate their satisfaction or dissatisfaction with research variables along a five-point scale. In addition to that, participants were asked to identify their age group.

Participants returned their completed survey to the researcher in person or in a provided envelope. To insure the validity and the confidentiality of the collected information, participants were guaranteed that all information would remain confidential and would be disclosed only with participant’s permission or as required by law. Confidentiality was maintained by means of separating the consent forms from survey questionnaires.
Participants and Setting

The sample included 33 women (25% of the survey samples) and 99 men (75% of survey samples). Fifty-six percent of the participants (n=74) work for technology organizations, while the remaining forty-four percent (n=58) work in IT departments in non-IT organizations that include manufacturing, higher education, financial, non-profit, and service organizations. Respondents’ age distributions were as follows: (1), 11% (n=15) 25 or under; (2), 34% (n=45) 26-35; (3), 26% (n=34) 36-45; (4), 23% (n=31) 46-55; (5), 5% (n=6) >55; and (6), 1% (n=1) did not specify age.

Respondents’ title included service managers, technical support personnel, IT administrative support, engineers, system engineers, senior IT managers and directors, webmasters, program analysts, IT sales personnel, IT customer service personnel, application developers, system analysts, and IT procurement personnel. The median number of years respondents had worked for their organizations was 5.5 years. Table 1 summarizes the sample characteristics.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Frequency</th>
<th>Percentage %</th>
<th>Variable</th>
<th>Frequency</th>
<th>Percentage %</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age</td>
<td></td>
<td></td>
<td>Organizational Size</td>
<td></td>
<td></td>
</tr>
<tr>
<td>25 and under</td>
<td>15</td>
<td>11</td>
<td>&lt;100 employees</td>
<td>17</td>
<td>13</td>
</tr>
<tr>
<td>26 to 35</td>
<td>45</td>
<td>34</td>
<td>100-999</td>
<td>72</td>
<td>54</td>
</tr>
<tr>
<td>36 to 45</td>
<td>34</td>
<td>26</td>
<td>1,000-4,999</td>
<td>10</td>
<td>8</td>
</tr>
<tr>
<td>46 to 55</td>
<td>31</td>
<td>23</td>
<td>5,000-9,999</td>
<td>16</td>
<td>12</td>
</tr>
<tr>
<td>56 and over</td>
<td>6</td>
<td>5</td>
<td>&gt;10,000</td>
<td>16</td>
<td>12</td>
</tr>
<tr>
<td>No response</td>
<td>1</td>
<td>1</td>
<td>No response</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>TOTAL</td>
<td>132</td>
<td>100%</td>
<td>TOTAL</td>
<td>132</td>
<td>100%</td>
</tr>
<tr>
<td>Gender</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>99</td>
<td>75</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>33</td>
<td>25</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>TOTAL</td>
<td>132</td>
<td>100%</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Position</td>
<td></td>
<td></td>
<td>Organizational Type</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Service manager</td>
<td>7</td>
<td>5</td>
<td>Technology</td>
<td>74</td>
<td>56</td>
</tr>
<tr>
<td>Tech. support</td>
<td>21</td>
<td>16</td>
<td>Education</td>
<td>15</td>
<td>11</td>
</tr>
<tr>
<td>IT. Admin. Support</td>
<td>17</td>
<td>13</td>
<td>Non-profit</td>
<td>11</td>
<td>8</td>
</tr>
<tr>
<td>Engineer/Sys. Eng.</td>
<td>38</td>
<td>29</td>
<td>Service</td>
<td>16</td>
<td>12</td>
</tr>
<tr>
<td>Sr. IT manager/Dir.</td>
<td>11</td>
<td>8</td>
<td>Manufacturing</td>
<td>5</td>
<td>4</td>
</tr>
<tr>
<td>Other IT titles</td>
<td>38</td>
<td>29</td>
<td>Other</td>
<td>11</td>
<td>8</td>
</tr>
<tr>
<td>TOTAL</td>
<td>132</td>
<td>100%</td>
<td>TOTAL</td>
<td>132</td>
<td>100%</td>
</tr>
</tbody>
</table>
CONSTRUCTS AND MEASURES

Scaling

Respondents to this study were asked to indicate their satisfaction or dissatisfaction along a five-point scale: Very dissatisfied = 1; dissatisfied = 2; neither satisfied or dissatisfied = 3; satisfied = 4; and very satisfied = 5. All sub-scales of the Minnesota Satisfaction Questionnaire “MSQ.” were used with their actual words.

Questionnaire Reliability

While the Minnesota Satisfaction Questionnaire “MSQ” is one of the most popular and frequently used instruments for measuring job satisfaction (Lester and Bishop, 2000), its 20-item form “general satisfaction scale” was created via taking the item with the highest correlation from each of the original 20 scales (Lester & Bishop, 2000; Weiss, Dawis, England, & Lofquist 1967). This survey is based on an MSQ that has the Hoyt reliability coefficients for 27 normative groups ranging from 0.93 in advancement and recognition to 0.78 in responsibility (Lester & Bishop, 2000; Weiss, Dawis, England, & Lofquist 1967).

Validity

According to Lester and Bishop (2000), the concurrent validity was established through studying group differences in satisfaction. “Group differences were statistically significant at the 0.001 level for both means and variances on all 21 MSQ scales” (Lester and Bishop, 2000, p. 154). Important to note here that while participation in the study was voluntary, participating professionals were randomly selected from several Southern California organizations.

RESEARCH HYPOTHESIS

Based on the aforementioned theoretical foundation, the current research proposes the following three research hypothesis:

Hypothesis 1

Null Hypothesis H0: There is no relationship between intrinsic job satisfaction and age among information technology professionals. IT professionals regardless of their age have same intrinsic job satisfaction.
Alternative Hypothesis H1: There is a relationship between extrinsic job satisfaction and age among information technology professionals. Age plays a factor in intrinsic job satisfaction for IT professionals.

Hypothesis 2

Null Hypothesis H0: There is no relationship between extrinsic job satisfaction and age among information technology professionals. IT professionals regardless of age have same extrinsic job satisfaction.

Alternative Hypothesis H2: There is a relationship between extrinsic job satisfaction and age among information technology professionals. Age plays a factor in IT professionals' extrinsic satisfaction.

Hypothesis 3

Null Hypothesis H0: There is no relationship between overall job satisfaction and age among information technology professionals. IT professionals regardless of their age have same overall job satisfaction.

Alternative Hypothesis H3: There is a relationship between overall job satisfaction and age among information technology professionals. Age plays a factor in IT professionals' overall job satisfaction.

FINDINGS

The present study utilized the chi-square test of independence with a 95% confidence level ($p<0.05$) to test the statistically significant relationships between job satisfaction and various groups' ages. See also Table 2 for MSQ factors in relation to various age groups. The followings are the study findings:

<table>
<thead>
<tr>
<th>MSQ Factors</th>
<th>Age &lt;25</th>
<th>Age 26-35</th>
<th>Age 36-45</th>
<th>Age 46-55</th>
<th>Age &gt;55</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>Q.3</td>
<td>4.333</td>
<td>4.156</td>
<td>3.706</td>
<td>4.484</td>
<td>3.333</td>
<td>4.099</td>
</tr>
</tbody>
</table>
Table 2: Mean of MSQ Factors Based on Age

<table>
<thead>
<tr>
<th>MSQ Factors</th>
<th>Age &lt;25</th>
<th>Age 26-35</th>
<th>Age 36-45</th>
<th>Age 46-55</th>
<th>Age &gt;55</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>Q.6</td>
<td>4.067</td>
<td>3.889</td>
<td>3.176</td>
<td>3.903</td>
<td>4.000</td>
<td>3.733</td>
</tr>
<tr>
<td>Q.7</td>
<td>3.933</td>
<td>4.333</td>
<td>4.529</td>
<td>5.000</td>
<td>4.333</td>
<td>4.496</td>
</tr>
<tr>
<td>Q.8</td>
<td>4.286</td>
<td>4.689</td>
<td>4.235</td>
<td>4.097</td>
<td>4.000</td>
<td>4.354</td>
</tr>
<tr>
<td>Q.10</td>
<td>4.067</td>
<td>3.756</td>
<td>3.588</td>
<td>4.032</td>
<td>4.000</td>
<td>3.824</td>
</tr>
<tr>
<td>Q.12</td>
<td>3.533</td>
<td>2.822</td>
<td>2.679</td>
<td>3.581</td>
<td>3.333</td>
<td>3.077</td>
</tr>
<tr>
<td>Q.14</td>
<td>3.133</td>
<td>3.178</td>
<td>2.824</td>
<td>3.194</td>
<td>3.333</td>
<td>3.092</td>
</tr>
<tr>
<td>Q.15</td>
<td>4.333</td>
<td>4.022</td>
<td>3.824</td>
<td>4.419</td>
<td>3.333</td>
<td>4.069</td>
</tr>
<tr>
<td>Q.16</td>
<td>4.733</td>
<td>4.333</td>
<td>4.000</td>
<td>4.290</td>
<td>3.667</td>
<td>4.252</td>
</tr>
<tr>
<td>Q.17</td>
<td>4.867</td>
<td>4.333</td>
<td>3.824</td>
<td>4.097</td>
<td>4.000</td>
<td>4.191</td>
</tr>
<tr>
<td>Q.18</td>
<td>4.867</td>
<td>4.378</td>
<td>4.235</td>
<td>4.548</td>
<td>4.000</td>
<td>4.420</td>
</tr>
</tbody>
</table>

Despite their Age Differences, IT Professionals are Intrinsically Satisfied

Generally speaking, IT professionals, regardless of their age, are intrinsically satisfied. More than 50% of all the study respondents are either satisfied or very satisfied. The only exception is the low satisfaction in response to the question on whether the respondents are satisfied with the chance to tell people what to do. On this measure, while it was less than 50% for age groups 26-35 and 36-45, both groups were neutral on this measure (49% and 35% respectfully). As shown in figure 1, this study found no consistent and significant age-based differences between age and intrinsic job satisfaction factors (i.e. MSQ questions 1,2,3,4,7,8,9,10,11,15,16, and 20). Results among age groups are overlapping and inconsistent. While it also shows that age has a weak correlation with job satisfaction, no linear relationship exists.
Using Chi-Square = 26.296, with a 95% confidence level, and a degree of freedom = 16, the present study revealed that the only four significant intrinsic based satisfaction as related to age differences were with the following four MSQ categorical factors: 1) Being able to keep busy all the time (Q.1), 2) the chance to work alone on the job (Q.2), 3) the chance to do different things from time to time (Q.3), and 4) being able to do things that don’t go against my conscience (Q.7). These significant statistical differences will be further discussed with more details in the section titled discussions.

**Despite their Age Differences, IT Professionals are Extrinsically Satisfied**

To determine extrinsic satisfaction, the following six MSQ factors were used: 1) the way the boss handles workers, 2) the competence of supervisor in making decisions, 3) the way company policies are put into practice, 4) the pay as related to the amount of work, 5) the chances for advancement on the job, and 6) the praise people get for doing a good job (i.e. MSQ questions 5, 6, 12, 13, 14, and 19). The study concludes that IT professionals, regardless of their age, are extrinsically satisfied.

However, utilizing chi-square test of independence among study age groups and its extrinsic factors with a 95% confidence level ($p<0.05$) to test statistically significant relationships between job satisfaction and various age groups revealed that the only significant differences with relation to age were with the followings two MSQ categorical extrinsic factors: 1) The way the boss handles workers (Q.5), and 2) my pay and the amount of work I do (Q.13). Please see figure 2. These
significant statistical differences will be further discussed with more details in the section titled discussions.

**Figure 2: IT Professionals Extrinsic Motivation by Age Group**

![Graph showing IT Professionals Extrinsic Motivation by Age Group](image)

**Despite their Age Differences, IT Professionals are Generally Satisfied**

Based on the review of questions 1 through 20, the study concluded that IT pros are generally satisfied. Fifty three percent (53%) of respondents indicated their overall satisfaction by responding as very satisfied or satisfied to factors included in this study. The top study satisfiers were: 1) Being able to do things that don’t go against my conscience (83%), 2) being able to keep busy all the time (82%), 3) the way the job provides for steady employment (79%), 4) the chance to work alone on the job (78%), 5) the way my co-workers get along with each other (77%), 6) the chance to try my own methods of doing the job (76%), 7) the working conditions (73%), 8) the chance to do things for other people (72%), 9) the chance to do different things from time to time (71%); and 10) the chance to do things for other people (71%).

The key sources of job dissatisfaction experienced by IT professionals regardless of their age groups are: 1) The way company policies are put into practice (38% expressed that they are satisfied or very satisfied, 28 were neutral, and 34% expressed that they were dissatisfied or very dissatisfied); 2) the factor related to the chances for advancement on the job tied their top dissatisfaction list for the first spot (38% expressed that they were either satisfied or very satisfied, 28% were neutral, and 34% expressed that they were dissatisfied or very dissatisfied); and finally 3) IT Pros listed the pay as compared to the amount of work as their third ranked source of
dissatisfaction. Consequently, 48% expressed they were either satisfied or very satisfied, 21 were neutral and 31% felt they were dissatisfied or very dissatisfied.

**Does Job Satisfaction Differ with Age?**

Using the chi-square test of independence with a 95% confidence level ($p<0.05$) to test the statistically significant relationships between an overall job satisfaction and its relationship to age confirms that age does show a weak linkage to job satisfaction in most categories. The most significant factors are grouped in Table 3 and Figure 3.

### Table 3: General Satisfaction (Significant Factors) and Age

<table>
<thead>
<tr>
<th>MSQ Factor: Age</th>
<th>&lt;25</th>
<th>26-35</th>
<th>36-45</th>
<th>46-55</th>
<th>&gt;55</th>
</tr>
</thead>
<tbody>
<tr>
<td>Able to keep busy all the time</td>
<td>87%</td>
<td>90%</td>
<td>76%</td>
<td>81%</td>
<td>67%</td>
</tr>
<tr>
<td>The chance to work alone</td>
<td>80%</td>
<td>82%</td>
<td>65%</td>
<td>87%</td>
<td>67%</td>
</tr>
<tr>
<td>The chance to do different things</td>
<td>80%</td>
<td>73%</td>
<td>56%</td>
<td>84%</td>
<td>50%</td>
</tr>
<tr>
<td>Do things that don’t go against my conscience</td>
<td>67%</td>
<td>80%</td>
<td>79%</td>
<td>100%</td>
<td>83%</td>
</tr>
<tr>
<td>The way the boss handles workers</td>
<td>67%</td>
<td>58%</td>
<td>38%</td>
<td>55%</td>
<td>67%</td>
</tr>
<tr>
<td>Pay as compared to work</td>
<td>40%</td>
<td>30%</td>
<td>47%</td>
<td>68%</td>
<td>83%</td>
</tr>
</tbody>
</table>

### Figure 3: General Satisfaction (Significant Factors) and Age
DISCUSSION

While many studies attempted to find an age-job satisfaction relationship, no conclusive evidence has yet been established (Bernal, Snyder & McDaniel, 1998). The primary focus of this study was to determine whether a pattern of association exists between age and IT professionals’ job satisfaction. This study examined the age-job satisfaction relationship utilizing the MSQ’s 20 categorical variables that test intrinsic, extrinsic, and general job satisfaction.

The Significant Differences in Intrinsic Satisfaction and Age

The measure of intrinsic job satisfaction derived from respondents’ responses to questions 1, 2, 3, 4, 7, 8, 9, 11, 15, 16, and 20 of the study. These questions covered the following dimensions: (Q.1) Being able to keep busy all the time; (Q.2) the chance to work alone on the job; (Q.3) the chance to do different things from time to time; (Q.4) the chance to be “somebody” in the community; (Q.7) being able to do things that don’t go against my conscience; (Q.8) the way my job provides for steady employment; (Q.9) the chance to do things for other people; (Q.11) the chance to do something that makes use of my abilities; (Q.15) the freedom to use my own judgment; (Q.16) the chance to try my own methods of doing the job; (Q.20) the feeling of accomplishment I get from the job. Please refer to Table 2 and figure 1.

Accordingly, the only four significant intrinsic satisfaction differences as relate to age in this study were with the following MSQ intrinsic categorical factors:

1. Being able to keep busy all the time (MSQ’s Q.1). On this question, Pearson Chi-Square = 29.313 > critical chi-square (26.296). Accordingly, satisfaction levels are better in the younger age groups than in the older age groups as far as the factor related to being able to keep busy all the time. The highest satisfaction was for ages 26-35 (89%), followed by 25 or younger (87%). Satisfaction level relatively goes down for age group 36-45 (76%) then rose up to 81% for age group 46 to 55. However, only 66% of age group 55 and over were satisfied. Please see Figure 4.
Another statistically significant difference was with the factor related to the chance to work alone on the job (MSQ’s Q.2). On this question, Pearson Chi-Square = 38.654 > critical chi-square (26.296). Consequently, the study concluded that while IT professionals in the age group of 36-45 have the lowest relative satisfaction level (64%), age group 55 and over who reported a 67% of being satisfied (but 0% of being very satisfied). Additionally, the same age group (i.e. 55 and over) reported the highest combined percentage of being either very dissatisfied or dissatisfied (34%). The highest satisfaction was reported in the age group 46-55 (87%) followed by age groups 26-35 and 25 or less (82% and 80% respectfully). Please see Figure 5.

Figure 5: Satisfaction with the chance to work alone on the job

![Graph of Satisfaction with the chance to work alone on the job](image)
3. The chance to do different things from time to time (MSQ’s Q.3) was another significant difference. On this question, Pearson Chi-Square = 39.404 > critical chi-square (26.296). The most satisfied group was in ages 46-55 (84%), followed by 25 and under (80%), then 26-25 (73%), and 36-55 (56%). The least satisfied was the group of 55 and over (50%). See Figure 6.

**Figure 6: Satisfaction with the chance to do different things from time to time**

![Graph showing satisfaction with the chance to do different things from time to time by age group.](image)

**Figure 7: Satisfaction with the chance to do things that don’t go against my conscience**

![Graph showing satisfaction with the chance to do things that don’t go against my conscience by age group.](image)

Finally, a significant difference revealed by this study as related to age and job satisfaction is with being able to do things that don’t go against my conscience (MSQ’s factor 7).
question, Pearson Chi-Square = 30.719 > critical chi-square (26.296). As clarified in figure 5, while the highest satisfaction came from the age group 55 and older (100%), the lowest satisfaction came from the age group 36-45 (82%). All other groups (i.e. 25 or under, 26-35, and 46-55) reported the same high satisfaction level (93%). See Figure 7.

An interesting finding of this study was that IT professionals’ lowest intrinsic satisfaction was related to the question of whether IT pros are satisfied with the chance to tell people what to do (question #10). On this measure 60% (age less than 25 years of age), 44% (26-35 years), 47% (36-45 years), 58% (46-55 years), and 50% (over 55 years old) were either satisfied or very satisfied. Another observation is that 44% of respondents age 36-45 and 47% of ages 46-55 were neutral on the question of whether the respondent is satisfied with the chance to tell people what to do. According to Ghazzawi (2008a), this high percentage is not surprising and could be explained by the fact that the majority of the study respondents do not hold supervisory positions.

Finally, the overall highest percentage of IT intrinsic satisfaction came from question 7 “the ability to do things that don’t go against their conscience”. Age groups reactions were as follows: 67% with age that is less than 25; 80% of respondents 26-35 years old; 79% of respondents 36-45; 100% of respondents in the age group 46-55; and 83% of older than 55 group were either satisfied or very satisfied. This suggests that ethics and ethical behavior is important to IT pros and also suggests that IT organizations are practicing ethics. The second highest satisfaction factor was with being able to keep busy all the time (MAQ’s Q. 1). On that factor, younger IT pros were the most satisfied. 87% and 89% for age group less than 25 and 26-35 respectfully, 76%, 81%, and 67% for age groups 36-45, 46-55, and older than 55 respectfully. Older employees (i.e. > 55) were relatively less satisfied.

Accordingly, the study accepts its null hypothesis stating that “there is no relationship between intrinsic job satisfaction and age among information technology professionals. IT professionals regardless of their age have same intrinsic job satisfaction”.

It is important to note here that while the study is not finding a consistent intrinsic job satisfaction differences associated with specific age group(s), the study does not provide explanations for such differences. However, this study suggests that some of the variance in sample correlations may be associated with variables not considered in the present study (organizational tenure, organizational type, and other demographics factors).

Significant Differences in Extrinsic Satisfaction and Age

The measure of the extent of IT professionals’ extrinsic job satisfaction was based on their responses to questions 5, 6, 12, 13, 14, and 19 were used, and are presented in Table 2 and figure 6. These questions are: (Q.5) the way my boss handles his/her workers; (Q.6) the competence of my supervisor in making decisions; (Q.12) the way company policies are put into practice; (Q.13) my
According to this study results, the only two significant intrinsic based satisfaction differences as related to age were with the following MSQ categorical factors:

1. There is a relationship between the way the boss handles his/her workers and age distribution (Q.5). With a 95% confidence level and with a degree of freedom =16, Pearson Chi-Square = 26.782 > Critical Chi-Square (i.e. 26.296), satisfaction took an imperfect V shape. It started as very high satisfaction (67%) for the group under 25; dropped to 58% for ages 26-35; further dropped to 38% for ages 36-45; it rose back to 56% for age 46-55; and finally went back to its highest level (67%) for the age group over 55. Please see figure 8.

   Figure 8: Satisfaction with the way the boss handles his/her workers

![Satisfaction Graph]

2. Additionally, there is a relationship between pay as compared to the amount of work performed and age distribution (Q.13). Accordingly, Critical chi-square =26.296 with 95% confidence level and with a degree of freedom =16. Pearson Chi-Square = 26.535 > Critical Chi-Square. 40% for the group under 25 reported satisfaction. This dropped down sharply to 33% for ages 26-35, rose sharply to 48% for age 36-45, further rose to 68% for ages 46-55, and finally rose to its highest satisfaction level (over 83%) for the age group over 55. The shape becomes linear starting in the age group 26 and over. Older employees (over 36) are the most satisfied. Please see figure 9.
The evidence suggests a V shaped relationship. Therefore, younger employees (under 25) and the most senior employees (older than 55) are the most satisfied with the way the boss handles workers. A possible explanation is that younger employees may be more tolerant and are happy to be working. Additionally, older employees may be used to the boss’s managerial style or they may be getting special treatment. However, the study can’t provide a conclusive explanation of this difference.

Another interesting observation is that with the exception of the 26-35 age group, a positive linear correlation exists between age and job satisfaction. Older employees are more satisfied with pay than their younger cohorts. A possibly explanation is that older employees tend to have more experience (tenure) on the job and get higher compensation for their experience.

It is important to note again that the study is not finding consistent differences based on the aforementioned extrinsic variables and age group(s). However, this study suggests that some of the variance in sample correlations may be associated with variables not considered in the present study (organizational tenure, organizational type, and other demographics factors).

Accordingly, the study accepts its null hypothesis stating “there is no relationship between extrinsic job satisfaction and age among information technology professionals. IT professionals regardless of their age have same extrinsic job satisfaction”.

**Significant Differences in Overall Satisfaction and Age**

Finally, to measure their overall job satisfaction, all aforementioned moderators (intrinsic and extrinsic ones), in addition to factors affecting the working conditions and co-worker relationships, were used (i.e. questions 1 thru 20). For details, refer to Table 2 and figure 8.

Age does show a weak linkage to job satisfaction in all statistically significant categories that were correlated with age. All groups correlated differently. No consistency was found to connect
any age group with all satisfaction categories to draw a conclusive result. Overall age group 46-55 showed relative higher satisfaction in intrinsic categories related to the chance to work alone, the chance to do different things from time to time, and the chance to do things that don’t go against my conscience. On the other hand, the age group of over 55 was the most satisfied with their pay and with the way the boss handles workers. Finally, age group 26-25 had the highest satisfaction on the factor related to the ability to keep busy all time.

A finding worth mentioning is that individuals who are in the age group of 36-45 are the most dissatisfied with company policy (42% very dissatisfied or dissatisfied & 30% neither satisfied nor dissatisfied). The same age group of 36-35 is the most dissatisfied with their pay (37% very dissatisfied or dissatisfied and 29% neither satisfied nor dissatisfied). Finally, people from the age group 26-35 are the most dissatisfied with the chance for advancement (37% very dissatisfied or dissatisfied and 29% neither satisfied nor dissatisfied) followed by the age group 26-35 (31% very dissatisfied or dissatisfied and 21% neither satisfied nor dissatisfied).

Results testing the hypothesis that the overall job satisfaction is positively influenced by an individual’s age failed. This research concluded that no significant relationship exists between an IT professional’s age and job satisfaction.

Accordingly, the study accepts its null hypothesis stating that “there is no relationship between an overall job satisfaction and age among information technology professionals. IT professionals regardless of their age have same overall job satisfaction”.

The existent (inconsistent) differences based on age with relation to job satisfaction should be treated with caution. A possible pattern of correlation could be attributed to other variables such as tenure, education, and work experience. Therefore, this current study suggests that future studies should take into account other variables that could be associated with age and job satisfaction (namely, education, experience, and tenure). It is important to note the small sample of our study tends to limit the generalizability of its results.

**CONCLUSIONS AND MANAGERIAL IMPLICATIONS**

The primary purpose of this study was to contribute to the literature on the effect of age on job satisfaction relationship (intrinsic, extrinsic, and general satisfaction) in the U.S. Through the use of the Minnesota Satisfaction Questionnaire “MSQ”, the general satisfaction scale “the short form,” this research examined the factors purported to influence job satisfaction in the technology industry.

Based on the use of a Chi-Square with a 95% confidence level and drawing an intercorrelation of this study variable (i.e. age) to all the 20 MSQ questions, the present study does not reveal conclusive and statistically significant results related to the role of age in job satisfaction. The findings do not support its hypotheses and concluded that age does not play a role in the outcomes of this study. Therefore, the study accepted all of its null Hypotheses stating there is no relationship
between intrinsic, extrinsic, and overall job satisfaction and age among information technology professionals.

While the study showed that IT professionals regardless of their age groups are generally satisfied in their jobs, age may play a role on some but not on all factors. The present research agrees with other studies’ findings that categorical differences suggest other moderators (demographic individual differences and other organizational factors) must be investigated to determine their contributions to job satisfaction (Brush, Moch & Pooyan, 1987; Brush & Owens, 1979; Owens, 1976; Owens & Schoenfeldt, 1979; Seashore & Taber, 1965).

This paper has several practical implications for managers in general and for those who work closely with information technology personnel. Managers can use data presented in this research paper showing age differences in job satisfaction to help improve the work environments of their organizations. The following are the research implications:

First, management should be aware of the age dissimilarities within their areas and must take steps to bolster older employees' need to feel they are valued organizational members (Armstrong-Stassen & Lee, 2009).

Second, it is apparent in this study that younger age groups are generally more satisfied than the older ones on some factors while it is the opposite (older are more satisfied on other factors). Based on that, managers should address this issue by offering training, professional, and personal development to employees regardless of their age or tenure. Doing that ensures that employees are up-to-date with their knowledge (i.e. not obsolete) and, therefore, well utilized. Being up-to-date and well utilized create a sense of worth.

Third, to reduce dissatisfaction with the way bosses handle their workers, flexible working practices are very helpful to employees (Hamilton, 2009). Additionally, managers need to be consistent and ethical in applying rules and policies, and carry their decisions in an unbiased way (Ghazzawi, 2009).

Finally, to reduce dissatisfaction with pay as compared to the amount of work, management should be very open on their expectations from employees, discuss performance goals, and identify clearly the amount of work employees need to perform (Ghazzawi, 2007; Ghazzawi, 2008a). Managers should involve employees when formulating these goals as these goals directly affect their performance (Ghazzawi, 2007; Ghazzawi, 2008a; Greenberg & Baron, 2008).

**LIMITATION AND SUGGESTIONS FOR FUTURE RESEARCH**

As this study is attempting to contribute to the knowledge of age-job satisfaction relationship, it has some limitations. The current study is limited by its focus on the information technology profession. Thus, caution is in order when generalizing results to other professions. Future research and meta-analysis studies among various professions are needed to offset such limitations. Another limitation of the study was that its sample was limited to regional IT
professionals (i.e. in Southern California) who work in private U.S. organizations. Therefore, future comparative research is needed across sectors (private and public) on the national level and possibly in other countries in order to access its applicability to the general population of IT professionals.

A major limitation of this study was its use of a small sample (N = 132). Future research needs to include a larger sample in order to minimize the effect of random sampling error in the findings.

Finally, the study recommends that qualitative based studies and semi-structured interviews with focus IT professionals groups be conducted to examine the causal relationship between job satisfaction, age, and perhaps other demographic factors.

ENDNOTE

An earlier research article titled “Job satisfaction among information technology professionals in the U.S.: An empirical study” was published in the Journal of American Academy of Business, Cambridge (Ghazzawi, 2008a). While this research is a continuation of the aforementioned paper, it provides more explanations and analysis of the subject of job satisfaction in the information technology profession as it relates to age.

The author extends his deepest appreciation to external reviewers of this research who offered instructive criticism and advice. The paper has benefitted by incisive comments from Bob Trodella and Steve Kinzie of the University of La Verne.
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ABSTRACT

The workplace poses unique challenges for liars, especially for deception between supervisors and subordinates. To that end, the current study examined deception in the workplace between supervisors and subordinates to explore perceptions of deception and the relationship between power and deception. Participants were recruited from organizations and universities and reported their perceptions of power in their manager-subordinate relationships, perceptions of deception, and perceptions of the risk involved with a recent lie they told to a supervisor or subordinate. Results indicated that the perceived power difference between supervisors and subordinates was substantial, power impacted perceptions of deception in the workplace and how deceptive messages were crafted, and very few of the reported lies were detected. Theoretical implications of the findings are discussed.

INTRODUCTION

Deception is a part of everyday social interaction. In fact, some scholars argue that deception is a fact of social life rather than an extraordinary or unusual event (Kashy & DePaulo, 1998). Often deception goes undetected, but if a lie is told to an authority figure the repercussions can be serious. Some researchers argue that manipulative ability is a foundation of social power and the ability to lie successfully is an important skill linked to personal and professional success (DePaulo, LeMay, & Epstein, 1991). The motivations and the risks for people deceiving authority figures is likely quite different from the motivations of the deceptive authority figures themselves. Thus, the goals of the current study were to investigate the link between power and deception, understand how deception occurs in the workplace, and identify the impact of deception on power-laden relationships.
Deception Defined

Although definitions abound in the literature, the current investigation conceptualized deception as the successful or unsuccessful deliberate attempt, without forewarning, to create in another a belief which the communicator considers to be false (Vrij, 2000). This definition emphasizes that deception is an intentional, strategic act and does not necessarily require the use of words. Although many consider deception to include only outright fabrications or blatant lies, deception can take many forms including concealment, omissions, exaggerations, half-truths, misdirection, and even playfulness such as tricking or bluffing (Buller & Burgoon, 1994). Telling literal truths that are designed to mislead should be considered deception, as well. For example, when President Clinton told the American public that he “did not have sexual relations with that woman, Miss Lewinsky” he gave the impression that nothing sexual happened when he meant that they had not had sexual intercourse (Vrij, 2000). Unfortunately, trying to determine what strategy the speaker is using, whether it is omission, fabrication, or deception embedded with truths, requires knowledge of the speaker’s intent and his or her existing knowledge. As such, we will follow the example of other scholars and will be using the terms “lying” and “deception” interchangeably through this manuscript (Masip, Garrido, & Herrero, 2004; Vrij, 2008).

The reasons for deception depend greatly on the situation and the motives of the deceiver. In a pair of diary studies of lying in everyday life, people admitted telling between 0 and 46 lies a day (DePaulo, Kashy, Kirkendol, Wyer, & Epststein, 1996). DePaulo and colleagues (DePaulo & Bell, 1996; DePaulo & Kashy, 1998; Kashy & DePaulo, 1996) differentiate between self-oriented lies that benefit the deceiver and other-oriented lies that are told for another person’s benefit. In addition, Vrij (2000) further elaborated on the motives for deception which include deceiving in order to make a positive impression on others, protecting themselves from disapproval or embarrassment, obtaining an advantage, making others appear better or to benefit others in some way, or protecting a social relationship. Some of these motives may be both self- and other-oriented such as when you are dishonest about an embarrassing topic to save your own face and prevent embarrassment on the part of the interaction partner. The power relationship between the two interactants is one situational variable that might greatly influence the type of deception used and the reason for the deception. The motives for deception change when speaking to someone who differs in status.

Power and Deception

Dominance and power have been regarded for some time by sociologists, psychologists, anthropologists, and communication scholars as one of the fundamental dimensions of interpersonal relationships (e.g., Burgoon & Hale, 1984). Power influences how people in relationships interact with each other, both verbally and nonverbally, and determines whether they engage in or avoid
conflict. Also, power influences what types of messages will be used when attempting to reconcile incompatible goals in conflict situations. Power is a social concept that involves a relationship between two parties that goes beyond the individual (Dunbar & Burgoon, 2005; Langner & Keltner, 2008). A definition of power is elusive, but despite the many definitions of power that exist in the literature, scholars from diverse fields are converging on the definition of power generally as the capacity to produce intended effects, and in particular, the ability to influence the behavior of another person (see Berger, 1994 for a more thorough review of definitions of power in social interaction).

Power is often derived from certain power bases which are resources such as rewards or knowledge possessed by individuals that form the basis for control over others. French and Raven (1959) identified five power bases that have been used extensively in the communication literature. The five bases include reward power and coercive power which represent, respectively, a person's right to reward and punish; legitimate power, which is power that comes from holding a high status position that is sanctioned by society; referent power, which is the power that results when others admire and emulate a person; and expert power, which is derived from having expertise in a needed field. Other scholars have since added additional power bases such as informational power which stems from the ability to persuade another (Raven, Centers, & Rodrigues, 1975) and credibility (Aguinis, Simonsen, & Pierce, 1998). Additionally, supervisors in the workplace may also have personality traits or leadership qualities that have lead them to their more powerful position and on which they draw when they need to influence or control others (Schmid Mast & Hall, 2003). Although supervisors typically have access to most, if not all, of these power bases, deception is a way to manipulate information and thus may be used by any party to increase informational power over another. Buller and Burgoon (1994) argued that deceptive individuals strategically manipulate their messages in four ways through the use of: (1) uncertainty and vagueness, (2) nonimmediacy, reticence, and withdrawal, (3) disassociation, and (4) image- and relationship-protecting behavior. The particular strategy one chooses might depend on the power relationship between the interactants.

Deceptiveness is a particularly important influence strategy when considering power differences because power is not always salient in every interaction. Komter (1989) distinguishes between manifest power and latent power. Manifest power concerns the visible outcomes of power such as open conflicts or direct verbal and nonverbal strategies used to achieve certain ends. Latent power is identified when the needs of the powerful person are identified or conflicts are avoided due to fear of retaliation by the powerful partner. According to dyadic power theory (DPT; Dunbar, 2004; Dunbar & Burgoon, 2005), dyads with high power differences, such as those in the supervisor-subordinate relationship in the workplace, are more likely to use latent power strategies than those who are relatively equal in power. Extremely powerful individuals do not need to make their influence attempts manifest because by virtue of their powerful position; they may maintain control without even appearing dominant. By the same token, powerless individuals are unlikely to
express their grievances if they fear that retaliation, termination of the relationship, or other negative relational consequences will result from their control attempt (Dunbar, 2004). These individuals weigh the potential gain or loss of engaging in conflict and find that tolerating or accommodating a conflict at a minor cost is more beneficial than running the risk of pursuing the conflict and disrupting the relationship (Leung, 1988). Dunbar does not make specific predictions about the types of strategies power-unequal dyads will use in place of overt dominance but because of its surreptitious nature, deception is necessarily a latent strategy and is consistent with the power use strategies of those either high or low in power in the workplace. For example, individuals may use deception to avoid confrontation with a supervisor or subordinate at work or to protect their power position in the workplace if they fear the truth will cause them to lose credibility. On the other hand, supervisors may use deception in order to maintain their informational power over their subordinates by concealing information that would weaken their position.

Research examined the connection between deception and power by examining deception between students and teachers (Kaye, 1991), teachers and administrators (Sweetland & Hoy, 2001), parents and children, (Knox, Zusman, McGinty, & Gescheidler, 2001; Thomas, Booth-Butterfield, & Booth-Butterfield, 1995), doctors and patients (Burgoon, Callister, & Hunsaker, 1994; Fainzang, 2002), social workers and clients (Kagle, 1998), police officers and suspects (Vrij, 1994), supervisors and subordinates in the workplace (Barrick & Mount, 1996), and even researchers and subjects (Korn, 1997). Indeed, Hample (1980) argued that three out of four lies are told to economic or social supervisors. The relationship between power and deception detection, however, is an under-studied topic and warrants further investigation. Previous research suggested that those who are lower in power can detect deception more effectively than others (Bugental, Shennum, Frank, & Ekman, 2001) although this finding contradicts other research that suggested dominant individuals are highly skilled at deception and whose lies are more difficult to detect (Burgoon & Dunbar, 2000; Cody & O’Hair, 1983; Keating & Heltman, 1994). Thus, it is unclear who in the relationship will find it more difficult to detect deception and what tactics they will use to perpetuate deceptive communication.

The motives for deception of those in a position of power differ greatly from those in a position of powerlessness. For example, in the doctor-patient relationship (where physicians’ expertise gives them greater power over patients), doctors and patients have different reasons for lying. Fainzang (2002) argued that doctors might lie in order to emphasize the importance of treatment, such as telling alcoholics that even one drink will cause them to relapse into alcoholism when the doctor is aware that moderate consumption of alcohol is possible and has been used successfully by other patients. Patients, on the other hand, might lie to their physicians when they do not take their medication as prescribed or do not tell their physician about prior treatments, such as homeopathic treatments, when they fear disapproval from their doctor (Fainzang, 2002). Burgoon et al. (1994) contend that 32% of patients overtly lie to their doctors and 85% use some form of concealment or equivocation strategy. Also, Kagle (1998) illuminated the use of deception by
patients towards their social workers as a method to establish boundaries, establish and maintain their identities, and address imbalances of power whether real or perceived.

**Deception and Power in the Workplace**

The workplace is a unique context because the power hierarchies are more formalized than in most interpersonal relationships and deception is often seen as a necessary strategy when climbing the corporate ladder. Although most people see lying in business negotiations as highly unethical, although they might be willing to do so if they have a specific goal or do not foresee any harm that will result from their deception (Aquino & Becker, 2005). In fact, in Robinson, Shepherd, and Heywood’s (1998) study of college students, 83% said they would lie in order to get a job and said they believed prospective employers were expecting them to exaggerate their qualities in a job interview. Nearly half of managers interviewed by Strout (2002) suspected their sales representatives had lied to clients in their sales calls. Scholl and O’Hair (2005) argued that the decision to use deception might be a way to react to seemingly uncontrollable circumstances, particularly when the individual lacks the efficacy to deal with them in more honest ways. Indvik and Johnson (2009) argue that lying is more prevalent in the workplace than the home because the workplace is seen as more impersonal. Whatever the reason, if the workplace is like other contexts, deception is a common occurrence.

When people lie at work, however, it is not without consequence (Indvik & Johnson, 2009). DePaulo et al. (1991) argued that leaders incur large risks because with every lie told they gamble their future credibility. Leaders are motivated, at the very least, by their desire to maintain social power so lying to subordinates can be a dangerous communicative ploy. Logically, deception is dangerous; leaders perceived as deceptive will carry with them an unethical reputation and lose their ability to lead. Trust harmed by deception never recovers fully (Schweitzer, Hershey, & Bradlow, 2006). On the other hand, leaders often have many of the personality traits associated with more frequent lying including Machiavellianism, social adroitness, and sociability (Kashy & DePaulo, 1996). Burgoon and Dunbar (2000) found that the profile of dominant individuals is in many ways isomorphic with those who can deceive and avoid detection.

Additionally, subordinates and less powerful people have motivation to deceive their supervisors. Studies indicated that subordinates often use deception to manage their supervisor’s impressions (Barrick & Mount, 1996; Deluga, 1991). Deception on the part of less powerful individuals appears to be a common occurrence but differential power might place subordinates in a dangerous position if their deception is detected (e.g., an employee would get fired for lying to the boss). The result might be an anxiety-inducing situation in which deception detection is most likely (McCornack & Levine, 1990).

Risk is involved for both supervisors and subordinates and both are motivated to appear credible even when being deceptive; however, important differences might exist in the ways these
are perceived by supervisors and subordinates. Therefore, to better understand deception in the workplace, the following research questions were posed:

**RQ1:** Do supervisors and subordinates differ in their perceptions of power, risk, willingness to lie, ability to lie, or the acceptability of lying?

**RQ2:** What is the relationship between one’s perceived power in the manager-employee relationship and one’s willingness to lie, perceived ability to lie, perceived acceptability of being lied to, and perceived risk of deception?

**RQ3:** Do supervisors and subordinates differ regarding the circumstances and topics under which they are willing to use deception?

It should be noted that this investigation considers perceived power differences rather than actual or structural power differences and their effect on deception. Although there is a structural power difference between supervisors and subordinates in the workplace, the interactants must perceive that this power difference is relevant in order for it to control their actions. Cloven and Roloff (1993; Roloff & Cloven, 1990) argue it is “the perceptions individuals have of potential actions that induces the chilling effect…these expectations may or may not be shared by relational partners, and whether the powerful partner actually or intentionally withdraws rewards to responds aggressively is less important than the perception that he or she might take such action” (p. 201, italics in original). In other words, subordinates lie to their supervisors at work because they fear the repercussions of the truth (why they were late to work or why they broke a rule of the workplace) even if the supervisor would really not punish them for telling the truth. Thus, the perception of powerfulness is more important than the actual power discrepancy dictated by the organizational hierarchy.

**Cues to Deception Detection Accuracy**

A substantial body of literature explored issues related to deception accuracy and to the identification of specific cues that differentiate liars from truth-tellers (Cody and O’Hair, 1983). Specific nonverbal cues, such as a lack of eye contact or foot tapping, are often thought to be associated with deception; however, few cues are reliable indicators of deception (Zuckerman & Driver, 1985). Despite the depth of this literature, extant research provided inconsistent findings about our ability to detect the deceiver (O’Hair, Cody, & McLaughlin, 1981). A recent meta-analysis by Bond and DePaulo (2006) examined 206 studies and found the average detection accuracy reported is only 54% (not far from what could be expected by chance). Nonverbal cues have been supported in some studies (Cody & O’Hair, 1983), but others argued deception cannot be revealed
in the moment. DePaulo, and colleagues’ (2003) meta-analysis of 158 cues to deception revealed that many behaviors showed no discernible links, or only weak links, to deceit. Park, Levine, McCornack, Morrison, and Ferrara (2002) contended, in reality, people do not discover lies for days, weeks, or even months and deception is typically revealed by a third party, making non-verbal cues leaked during the deception quite irrelevant. Verbal cues were only slightly more reliable, and research suggested that deceivers are less forthcoming than those who tell the truth and their lies are less plausible, less likely to be structured in a logical, sensible way, and more likely to be internally discrepant or to convey ambivalence than truthful statements (DePaulo et al., 2003). This body of research led to the following research questions:

**RQ4:** What strategies do supervisors and subordinates use to make deceptive messages effective?

**RQ5:** When telling a lie to supervisors or subordinates, on what do people base their deceptive messages (e.g., where does one get the idea to use the particular deceptive message they used)?

**STUDY OVERVIEW**

The typical deception study takes place in a laboratory setting; unfortunately, the lab might be an intimidating place to deceive. When people enter a research setting, they instantly know they are being evaluated which might alter their natural behavior. In addition, it is difficult to account for motivation in a lab setting. Ekman (1985) argued that lies in contrived laboratory settings do not have the same repercussions as real-life lies, which results in lower motivation to lie successfully. DePaulo et al. (2003) argued that cues to deception are more pronounced when people are motivated to succeed, especially when the motivations are identity-relevant rather than monetary or material. The current investigation’s interest in motivation for the deception means that experimental methods were not preferred; therefore, a quasi-experimental design was used to ask participants about their real experiences with deception in situations with a power differential, the workplace.

The current study was quite different from the types of research most other scholars have conducted in the area of deception. It was modeled on the Park et al. (2002) study because we asked participants to recall real instances of deception and describe how and when the deception was detected (if in fact it was detected) and what messages were used to create credible impressions. Whereas Park et al. were interested in the perceptions of the deception recipients, this study is interested in the perceptions of the lie perpetrators because there are likely many instances where deception occurs but is not detected.
METHOD

Participants

Participants were 214 currently employed individuals, recruited from organizations throughout a Western state and from three universities in the same state (approximately 50% of participants were college students), who reported on their attitudes towards deception. A subset of the sample \( n = 96 \) reported on an actual deception incident they recalled. The initial goal was to sample a non-student population by recruiting participants through local organizations, but many organizations were reluctant to allow access to their employees given the sensitive nature of the topic of the current research. Thus, this investigation included employed university students to increase the sample size. Forty-five percent of the respondents reported being a manager/supervisor (55% of the sample was therefore coded as being subordinates), and the number of people managers supervised ranged from 1 to 241 \( (M = 25.43, SD = 43.45, \text{median} = 10.00) \).

With regard to place of work, 18.20% identified their company type as corporate, 18.20% were military, 15.90% were retail/sales, 10.30% were food service, 6.50% were education, 4.70% were real estate and mortgage, 4.20% were medical and dental, 4.20% were civil servants (e.g., local and state government), and the remaining participants reported myriad other company types (e.g., construction, non-profit, legal profession). Thirty-five percent of respondents indicated their place of work was a national organization, 22.40% were small business, 16.40% were local/regional business, 14.00% were global/international organizations, 10.30% were statewide organizations, and 1.90% did not indicate the type of organization. The number of employees who worked at the same physical locations as the respondents ranged from 1 to 6,000 \( (M = 280.87, SD = 861.48, \text{median} = 35.00) \).

Participants ranged in age from 18 to 73 years old \( (M = 27.50, SD = 8.83, \text{median} = 24.00) \). Ninety-eight participants (45.80%) were male, 49.50% were female (4.70% declined to state their sex); 59.30% reported their race/ethnicity as Caucasian, 10.70% were Hispanic, 9.30% were Asian, 4.70% were African American, 3.70% were Hawaiian or Pacific Islander, 2.80% identified their race/ethnicity as Middle Eastern, 0.50% were Native American, and 8.90% declined to state their race/ethnicity. Respondents’ annual income ranged from under $30,000 to over $100,000 (median = $30,000).

Procedure

Survey data were collected to answer the proposed research questions. Respondents first read and signed a consent form assuring them that their participation would be anonymous and confidential, and that the data would only be reported in aggregate form. Second, participants were asked to provide information regarding their place of work (e.g., type of company, how many
employees work at the respondent’s primary work location). Next participants were asked, “Thinking about your primary role at work, do you consider yourself a supervisor or manager.” Respondents who answered “yes” were coded as supervisors and completed the supervisor survey. Participants who answered “no” were coded as subordinates and were asked to skip to the subordinate survey. Both surveys were identical (e.g., same items) with the exception that each item was worded to ask about respondents’ supervisors or subordinates, depending on the primary role they self-identified. Supervisors were informed, “In the questions that follow, ‘subordinates’ refers to any or all people you supervise, manage, or work under you.” Subordinates were informed, “In the questions that follow, the term ‘supervisor,’ refers to your ‘boss’ or ‘manager’ or any people who supervise or monitor your work.”

After describing their places of work and identifying their primary role at work, all respondents completed a series of scales to assess their willingness to engage in deception with their supervisor/subordinates. Next, they answered an open-ended item asking them to explain the circumstances under which they would be willing to deceive the people they supervise (subordinates were asked about deceiving their supervisors). Subsequently, all participants completed scales to assess their perceived ability to lie, their subordinates’/supervisors’ ability to lie, and their perceptions of power in the supervisor-subordinate relationship.

Next, respondents were instructed, “Now we would like you to think of a recent situation where you lied to your supervisor(s) [subordinate(s)]. When you answer each of the following questions, please keep this incident in mind and answer each question as completely as possible.” Participants were told that if they had never lied to a supervisor/subordinate, they should skip to the demographic section on the last page of the survey (n = 118). Those respondents who did report a recent deception event (n = 96) were asked a series of open-ended items regarding that event (e.g., the topic on which they lied, the setting in which they lied, what they said, how the supervisor/subordinate discovered the lie, if at all). Finally, all participants answered a series of demographic items.

Instrumentation

Except where noted, measures were comprised of seven-point, Likert-type items on a scale ranging from one (very strongly disagree) to seven (very strongly agree), and were scored such that higher scores indicated greater perceptions of the construct being measured. Given that certain items were specified a priori to measure specific factors, confirmatory factor analysis was employed to test the measurement model (Anderson, Gerbing, & Hunter, 1987; Hunter & Gerbing, 1982; Levine, 2005). The data were found to be consistent with the proposed factors. Specifically, internal consistency tests showed that (a) inter-item correlations were substantial – mean inter-item correlations ranged from .78 to .92, and (b) the errors calculated between items measuring the same construct were within sampling error of zero (all were ≤ .07]). Likewise, the parallelism test
indicated that the errors calculated between items measuring different constructs were within sampling error of zero (all were ≤|.09|).

**Power**

A seven-item scale (Dunbar & Burgoon, 2005) was used to measure participants’ perceptions of power in the subordinate-supervisor relationships on which they were reporting in the study (e.g., “In general, who has more power in this relationship?”). Power was measured on a seven-point scale such that higher scores indicated greater perceptions of the participants’ own power in the relationship (i.e., 1 = my subordinate/supervisor, 4 = both equally, 7 = me). Respondents’ perceptions of relational power had a mean of 3.86 ($SD = 1.59$, skewness, = 0.12, kurtosis = -1.36, $\alpha = .88$).

**Perceived risk of deception**

Among those participants who reported using deception, five items were used to measure their perceptions of the risk involved with the deception and included statements such as “Before I lied, I knew that there were serious consequences if I was caught lying.” Perceived risk had a mean of 3.80 ($SD = 1.49$, skewness, = 0.28, kurtosis = -0.39, $\alpha = .83$).

**Willingness to lie to supervisor/subordinates**

All respondents’ willingness to lie was measured in two ways. First, four items were employed to measure the degree to which participants were willing to engage in deception generally and included items such as “In general, I would feel comfortable lying to [the people I supervise or my supervisor].” Generalized willingness to lie had a mean of 2.26 ($SD = 1.48$, skewness, = 1.29, kurtosis = 0.84, $\alpha = .95$). Second, four items were employed to measure the degree to which participants were willing to engage in deception when they perceived it was necessary and included items such as “I am willing to lie to [the people who work for me or my supervisor] when a situation calls for it.” Respondents’ willingness to lie when necessary had a mean of 3.46 ($SD = 1.93$, skewness, = 0.24, kurtosis = -1.24, $\alpha = .96$).

**Ability to lie**

All participants’ ability to lie was measured in four ways. The first two scales related to participants’ perceptions of their own ability to deceive. First, four items measured respondents’ ability to lie in general and included items such as “In general, I think I am a good liar.” Generalized self ability to lie had a mean of 3.58 ($SD = 1.88$, skewness, = 0.18, kurtosis = -1.22, $\alpha = .97$).
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Second, four items measured participants’ ability to lie to their supervisor/subordinates. For example, items were worded such that supervisors were asked about their ability to lie to their subordinates (example item: “When I lie to [the people I supervise or my supervisor], I can get away with the deception”). Respondents’ ability to lie to their supervisors/subordinates had a mean of 3.27 ($SD = 1.78$, skewness, $= 0.23$, kurtosis $= -1.11$, $\alpha = .95$).

The next two scales related to participants’ perceptions of their supervisor’s/subordinate’s ability to deceive them. Four items measured subordinates’ perceptions of their supervisor’s ability to lie in general (or supervisor’s perceptions of their subordinates’ ability to lie in general). This scale included items such as. “[In general, my subordinates are or my supervisor is] good at lying.” Respondents’ perceptions of their supervisors’/subordinates’ ability to lie in general had a mean of 3.38 ($SD = 1.51$, skewness, $= 0.30$, kurtosis $= -0.35$, $\alpha = .94$). Finally, three items measured subordinates’ perceptions of their supervisor’s ability to lie to them (or supervisor’s perceptions of their subordinates’ ability to lie to them). This scale included items such as. “[The people I supervise or My supervisor] can lie well to me.” Participants’ perceptions of their supervisors/subordinates ability to lie to them had a mean of 3.01 ($SD = 1.48$, skewness, $= 0.41$, kurtosis $= -0.29$, $\alpha = .97$).

**Acceptability of being lied to by supervisor/subordinates**

Among all respondents, three items were used to measure the degree to which they believed it was acceptable for somebody to deceive them and included statements such as “In general, I think it is ok for [the people I supervise or my supervisor] to lie to me.” Perceptions of deception acceptability had a mean of 1.62 ($SD = 1.07$, skewness, $= 2.48$, kurtosis $= 7.37$, $\alpha = .87$).

**Open-ended items**

To answer five of the research questions, participants were asked to answer a series of open-ended questions (each is reported in the results section with the analysis of its respective RQ). Two coders worked independently to develop a precise coding scheme for each research question, save some codes that were developed a priori by the researchers based on previous research. After roughly 35% of the responses to each question had been coded, the coders met with one of the authors to review the codebook. After the categories were reviewed and any discrepancies were resolved, each of the coders worked independently to code the remaining data (all responses were coded independently by both coders). Overall, coders spent approximately 70 hours coding participant responses. Cohen’s kappa was used to calculate inter-coder reliability on the final coding scheme as it compensates for agreements by chance (Cohen, 1960). Strong reliability was established from 100% of the data (Cohen’s Kappa $= .92$).
RESULTS

Overview

Ninety-six participants (44.86% of the total sample) reported using deception in the workplace. Specifically, 51.28% of subordinates reported deceiving their supervisors, and 37.11% of supervisors reported deceiving their subordinates. It is important to note that because the current study was interested in power and deception in the subordinate-supervisor relationship, the study did not ask respondents to report deception among their peer groups (e.g., managers deceiving other managers). Although these data appear to indicate that subordinates are more likely to deceive their supervisors than managers deceiving their subordinates, a chi-square test indicated the difference was not statistically significant, $\chi^2(df = 1, N = 214) = 3.81, p = .051$. Each of the research questions, unless otherwise noted, was answered by examining the data of only those supervisors and subordinates who reported an incident in which they used deception in the workplace.

Of those participants who reported using deception, the two most common settings for the deception were face-to-face conversations (including group meetings; 77.80% for supervisors, 54.20% for subordinates) and phone conversations (including leaving a voicemail; 8.30% for supervisors, 33.90% for subordinates). Other settings identified only by subordinates included email, text messaging, and written notes; only supervisors reported using loudspeaker announcements. Both groups had participants who reported more than one of these methods (8.30% of supervisors, 5.10% of subordinates). The settings in which the reported deception occurred differed significantly between supervisors and supervisors $\chi^2(df = 9, N = 94) = 23.03, p = .006$.

Supervisors and subordinates were asked how their lies were detected. First, respondents were asked, “Did your subordinate(s) [supervisor(s)] ever find out that you lied?” Of the 96 participants who reported using deception, only 8 (or 8.33%) reported that the deception was discovered. Given that so few lies were uncovered (to the knowledge of the participants), the subsequent results should be viewed with caution.

The eight participants who reported that their deception had been discovered were asked, “When did your subordinate [supervisor] find out that you lied? (In other words, how long did it take for your subordinate [supervisor] to find out that you lied?)”. A total of five supervisors reported that their deception was discovered by their subordinates. Three supervisors reported that deception was discovered within 24 hours (but not immediately), one reported that it was discovered within a week, and one supervisor reported that it was discovered a while afterwards, but did not specify a timeframe. A total of three subordinates reported that their deception was detected. One subordinate indicated that the deception was discovered within 24 hours (not immediately following the lie), and the other two subordinates did not specify a timeframe.

These eight participants were asked, “How did your subordinate(s) [supervisor(s)] find out that you lied?” Three supervisors reported that they confessed to the lie, one supervisor said the
subordinates uncovered evidence of the lie, and one supervisor indicated he/she was caught “red handed” by the subordinates (i.e., the manager took a valet tip and pocketed it rather than sharing with other valets, and the employees saw it and confronted the manager about the tip money). Only one subordinate provided an answer to this question. He/she indicated that the supervisor found evidence of the lie.

Research Questions

The first research question asked about differences between supervisors’ and subordinates’ perceptions on a variety of outcomes in their manager-subordinate relationships. On the perceived power difference, results indicated that supervisors perceived themselves to have significantly more power in the manager-subordinate relationship than subordinates perceived themselves to have, $t(205) = 22.61, p < .001, r = .85$. For those participants who reported using deception, results showed that supervisors and subordinates did not differ with regard to how risky they perceived the deception to be, $t(91) = -.27, p = .79, r = -.03$. The means for these and other variables comparing superiors and subordinates can be found in Table 1.

| Table 1: Means and Standard Deviations for Subordinates and Superiors |
|-------------------------|-------------------------|-------------------------|
|                         | Subordinates            | Superiors               |
|                         | N  | Mean  | SD  | N  | Mean  | SD  |
| Power                  | 115| 2.66  | .89 | 92 | 5.36  | .80 |
| Lie Risk               | 57 | 3.83  | 1.46| 36 | 3.74  | 1.56|
| Generalized Willingness to Lie | 117| 2.41  | 1.52| 97 | 2.07  | 1.41|
| Acceptability of Being Lied To | 117| 1.77  | 1.18| 97 | 1.43  | .88 |
| Willingness to Lie *When Necessary* | 117| 3.63  | 1.93| 97 | 3.26  | 1.92|
| Self Ability to Lie *in General* | 116| 3.90  | 1.83| 96 | 3.20  | 1.88|
| Self Ability to Lie *to Superior/Subordinate* | 113| 3.47  | 1.73| 97 | 3.03  | 1.81|
| Superior/Subordinate Ability to Lie *in General* | 114| 3.63  | 1.58| 96 | 3.09  | 1.36|
| Superior/Subordinate Ability to Lie *to Me* | 114| 3.20  | 1.59| 96 | 2.78  | 1.30|

In terms of willingness to tell a lie, we assessed participants’ willingness to lie *in general*, and their willingness to lie *when necessary*. Results indicated that supervisors and subordinates did not differ in their willingness to use deception in general, $t(212) = -1.66, p = .10, r = -.11$. Similarly, supervisors and subordinates did not differ in their willingness to use deception when they deemed it necessary, $t(212) = -1.43, p = .16, r = -.10$. An independent samples $t$-test indicated that all participants’ willingness to lie out of necessity ($M = 3.46, SD = 1.93$) was significantly greater than
their willingness to lie in general \((M = 2.26, SD = 1.48), t(213) = -13.83, p < .001, r = -0.69\). It is important to note here, however, that respondents’ mean willingness to use deception is below the midpoint of the scale regardless of the perceived necessity of the lie.

The participants’ ability to tell a lie was assessed four ways. First, results indicated that supervisors perceived their own ability to lie in general was lower than subordinates’ perceived ability, \(t(210) = -2.73, p < .01, r = -.19\). Second, the data showed that supervisors perceived their own ability to lie to their subordinates did not differ significantly from subordinates’ perceived ability to lie to their supervisors, \(t(208) = -1.83, p = .07, r = -.13\). Third, results indicated that supervisors perceived their subordinates to be less able to lie in general than subordinates’ perceived their supervisors’ ability to lie in general, \(t(208) = -2.63, p < .01, r = -.18\). Finally, the data showed that supervisors perceived their subordinates to be less able to lie to them than subordinates’ perceived their supervisors’ ability to lie to them \(t(208) = 1.77, p = .08, r = 0.12\). As with participants’ willingness to lie, their perceived ability to lie was below the midpoint of the scale.

Finally, we examined whether differences existed between all supervisors’ and subordinates’ perceived acceptability of lies. Results indicated that supervisors believed it was less acceptable to be lied to by their subordinates than subordinates being lied to by their managers \(t(212) = -2.32, p = .02, r = -.16\); however, the means for both groups neared a floor effect. This indicated that both supervisors and subordinates believed that being deceived in the workplace was unacceptable.

The second research question asked to what degree one’s perceptions of power in the manager-subordinate relationship were related to one’s willingness to use deception, perceived ability to lie, the acceptability of being lied to, and perceptions of risk associated with the lie. Results indicated that the power people perceived themselves to have was not related to how willing they were to lie in general \((r = -.06, p = .36)\), how willing they were to lie when necessary \((r = -.05, p = .47)\), their perceived ability to lie to their subordinate/supervisor \((r = -.07, p = .31)\), or how risky they perceived the lie \((r = -.08, p = .44)\). On the other hand, as one’s perceptions of power increased, their perceptions of their supervisors’/subordinates’ ability to lie in general \((r = -.19, p = .005)\) and lie to them \((r = -.17, p = .014)\) decreased, and the less acceptable they thought it was to be lied to by their supervisor/subordinate \((r = -.16, p = .02)\).

The third research question asked if differences existed between supervisors and subordinates with regard to the circumstances under which they would use deception. All participants were asked to “please explain under what circumstances you are willing to deceive the people you supervise” (or “your supervisor”). It is important to note that 67.80% of all supervisors and 62.10% of all subordinates did not provide an answer to this question. Of those who did answer the question, managers’ most common response was an unwillingness to lie under any circumstances (17.40%), 15.90% cited the necessity of omitting information (e.g., for confidentiality purposes; to deny how
much they know about a work situation, such as why somebody quit), 13.00% reported job performance reasons (e.g., to ensure tasks get completed, to change employee behavior), 11.60% reported information control (e.g., for security reasons), 5.80% said they were willing to use deception to protect others, 5.80% cited the company’s best interest/success, and 15.90% reported two or more reasons. The remaining managers reported myriad circumstances such as avoiding personal questions, to save face, and to protect their own self interest (e.g., to make personal gains at work).

Subordinates’ most common response was a willingness to use deception to get time off (19.80%), 13.60% said they were not willing to use deception under any circumstance, 11.10% cited protecting others, 9.90% would lie to protect their own interest, 8.60% to avoid personal questions, 7.40% to impact work product (e.g., buy more time on a task, avoid work duties), 6.20% to stay out of trouble, and 8.60% reported two or more reasons. The remaining subordinates indicated they would be willing to use deception for other reasons such as saving face, if they had negative perceptions of their boss (e.g., did not respect the boss, the supervisor lied to them previously), and if they perceived a work policy or decision to be unreasonable. These data indicate that respondents varied with regard to the circumstances under which they would be willing to deceive their supervisors/subordinates, $\chi^2 (N = 149, df = 17) = 68.94, p < .001$.

With regard to the topics for which they reported using deception, those participants who reported using deception were asked, “Now please tell us what you lied about. Please be as specific as possible.” Supervisors reported many, varied topics. The most common were 9.70% who lied about knowing specific information (e.g., denying knowledge such as downsizing or why an employee was fired), 9.70% lied about employee performance (e.g., telling an employee that an evaluation rating was based on needing more education rather than saying honestly that it was due to overall job performance), 9.70% lied about the reasons for following a required procedure (e.g., why an employee was required to go to a different location), 9.70% lied about employee schedules (e.g., when an employee was scheduled to work next), 6.50% lied about the urgency/amount of work that needed to be done (e.g., falsely claiming work as urgent to ensure the task is completed by a deadline), 6.50% lied about the status of paychecks, 6.50% lied about meeting with higher authorities about employees concerns (e.g., the supervisor told subordinates that their desires/needs were brought to the supervisor’s boss to resolve subordinates’ concerns), 6.50% lied about the status of work (e.g., claiming tasks were completed that were not), and 6.50% lied about their personal relationships (e.g., denying they were actually dating someone at work, denying they were going through a divorce). The remaining managers reported myriad topics such as keeping money, the urgency of tasks, and withholding information about spying on their subordinates.

Subordinates, on the other hand, reported few topics. The most common topic was getting time off (55.60%; exactly half of these were subordinates who called in sick when they were not), 22.20% lied about the status and quality of work (e.g., claiming that projects were advanced farther than actually), 11.10% lied about promptness (e.g., why they were late for work), 7.40% denied
knowledge of an event (e.g., avoided revealing information that would get themselves or others in trouble, such as eating in the backroom when it was forbidden), and 3.70% used deception to mask their true emotion (e.g., pretending to be happy in their position, pretending to like the boss or a coworker). These data indicated that supervisors and subordinates differed significantly with regard to the topics about which they reported lying, $\chi^2(N = 85, df = 19) = 58.95, p < .001$.

The fourth research question asked about the messages supervisors and subordinates used to make their deceptive messages effective. This question was answered by focusing on three different questions. First, participants were asked, “What did you say to make your supervisor(s) [subordinate(s)] think you were telling the truth? In other words, how did you create the message to be certain your boss [subordinate] would believe you?” Supervisors most commonly reported using their credibility (17.10%, e.g., claiming their authority/credibility spoke for them and nothing else was required), 17.10% tried to relate to their subordinates (e.g., coming across as an equal to the subordinate, downplaying the power difference), 16.20% reported using nonverbals (instead of reporting what they actually said, e.g., they made sure they “acted the part” or used direct eye contact), 14.30% used their authority to make threats, and 8.60% lied by omission (e.g., told the truth but omitted pieces to lead subordinates to a false conclusion). The remaining supervisors reported using other messages such as falsely referencing documents/evidence, creating a false sense of urgency, and using vague language. Subordinates most commonly reported relying on nonverbals rather than reporting what they actually said (31.60%), 22.20% reported that they made up a whole story around the lie, 14.80% added details and embellished the lie, whereas 7.40% reported avoiding details and making the lie short. Subordinates reported saying various other messages such as ensuring consistency, referencing physical evidence, and using a partial truth. These data indicate that supervisors and subordinates differ significantly with regard to what they say, or how they create their deceptive messages, $\chi^2(N = 88, df = 15) = 50.86, p < .001$.

Second, respondents were asked, “Other than what you actually said, did you do anything else to make yourself appear truthful?” Supervisors most commonly reported “no,” indicating they did not do anything else (55.90%), 14.70% used nonverbals (e.g., using direct eye contact and “showing emotions”), and 8.80% reported they were unsure if they had done anything else. Managers reported additional ways they made themselves appear truthful such as being backed by other supervisors, using persistency/repetition, and staying positive. Subordinates most commonly reported “no,” indicating that they did not do anything else (36.00%) and 32.00% reported relying on nonverbals (e.g., using direct eye contact). The remaining subordinates noted they made themselves appear truthful using strategies such as relying on and playing up their own credibility, changing the subject quickly, and preparing for the lie in advance. Chi-square analysis indicated that supervisors and subordinates differed significantly as to what other strategies they used to ensure they appeared truthful, $\chi^2(N = 83, df = 15) = 29.83, p = .013$.

Third, participants were asked, “What do you think was the most persuasive part of your lie? In other words, what part of your lie do you think was most influential in making your subordinate
[supervisor] think you were telling the truth?” The most common response from supervisors was the simple “believability” of the lie (28.10%), 18.80% cited their own leverage/power as an authority, 12.50% indicated their ability to remove the power distance and act as a friend rather than a boss, 12.50% cited their credibility (deception was uncharacteristic of them), and 6.20% indicated their nonverbals were the most persuasive part of the deception (e.g., their tone of voice, eye contact). Supervisors reported other reasons such as their lies being rational, using documentation, and being consistent. On the other hand, subordinates indicated that their nonverbals were the most persuasive part of their deception (23.10%, e.g., tone, eye contact, “playing the part”), 15.40% cited the actual content they used (e.g., relying on medical or school excuses), 13.50% reported their use of emotion (e.g., making emotional appeals based on family), and 13.50% cited their own credibility. Subordinates reported other reasons, as well, such as the lie being simple (e.g., short, not complicated), the use of physical evidence to support the lie, and calling (to lie) when the supervisor would be busy and unable to answer the phone. These data indicates that significant differences were present with regard to what supervisors and subordinates believed was the most persuasive part of their deception, $\chi^2(N = 83, df = 17) = 55.91, p < .001$.

The fifth research questions asked what served as the motivation for the specific deception used by supervisors or subordinates in the workplace. Specifically, participants were asked, “Please explain where you came up with the idea for the lie. In other words, please tell us what gave you the idea to use the specific lie you employed.” Managers reported that they “just came up with it” (16.10%), 16.10% used a standard procedure or company norm, 16.10% based their deception on a previous experience (e.g., saw someone else use the same deception successfully), 9.70% reported it was a “logical” lie, and 9.70% reported it was an “easy way out.” Supervisors provided other ideas for the deception such as its simplicity or being told by their own supervisors to use the specific deception. Subordinates reported that they used their work situation (e.g., disliking the boss, not caring about the job) as motivation for the lie (18.50%), 16.70% said they simply “came up with” the idea, 14.80% reported their lie was a commonly employed excuse (e.g., calling sick when one wants time off for other reasons), 14.80% reported it was “the easy way out” to avoid conflict, 7.40% based their lie on an actual truth (e.g., using a partial truth and lying by omission), and 7.40% relied on a coworker or other third party to help devise the lie. The data reported here indicated that supervisors and subordinates differed significantly with regard to how they “came up” with the idea for their deceptive message, $\chi^2(N = 84, df = 18) = 46.86, p < .001$.

**DISCUSSION**

**Perceptions of Power and Deception**

Power is an important situational and relational variable in the workplace and has important implications for the study of deception in this context. Dunbar’s (2004) dyadic power theory
suggests that power is derived both from differences in the access to resources and the legitimate authority to use those resources. In the workplace, supervisors have an advantage in both areas, which impacted the substantial perceived differences (effect size = 0.85) in power between supervisors and subordinates in the current study. These perceived power differences translated into differences in their use of deceptive messages, as well. Whereas supervisors reported using their power to create their deceptive messages and make their lies more believable (using their own leverage/power as an authority, removing the power distance by acting as a friend rather than a boss, or relying on their own credibility), subordinates did not have access to those resources and thus relied most heavily on their ability to manipulate their own nonverbal behavior, emotional displays, and story telling.

Interestingly, managers relied on the very latent resources (e.g., credibility) that DePaulo et al. (1991) and Schweitzer et al. (2006) argued are risky for people in a powerful position to use. If deception is dangerous for supervisors because they are gambling with their future credibility, and trust harmed by deception never recovers fully, managers are taking a large risk by leveraging their credibility and authority to engage in deception with their subordinates. Subordinates who use deception might be placing themselves in a dangerous situation, as well, if the lie is detected (e.g., being fired, demoted, punished). Results related to perceptions of the risk associated with the deception were therefore surprising. Managers and subordinates did not differ with regard to how risky their deception was, and their perceptions of risk were lukewarm at best. This might be due to respondents’ choices to report less-risky deception, or the fact that perhaps people engage in deception primarily when they perceive the risks are low (e.g., to avoid the consequences noted above). Also, this result might reflect that most respondents “got away” with their deception and therefore hindsight tells them there was little risk involved with the particular lie they reported in this study.

In addition to perceptions of risk, supervisors and subordinates were similar in other areas. They exhibited no differences with regard to their (un)willingness to use deception in the workplace in general and when necessary and both supervisors and subordinates indicated a reluctance to engage in deception in the workplace under any circumstance. This finding is consistent with previous studies demonstrating a general unwillingness to deceive in the workplace (e.g., Aquino & Becker, 2005). Given that managers’ and subordinates’ willingness to lie was low overall, it was not surprising to note that all respondents reported a greater willingness to lie out of necessity than in general. Also, supervisors and subordinates reported similarly low abilities to deceive each other in the workplace, and findings indicated that all participants’ perceived ability to lie to their supervisors/subordinates did not differ significantly from their perceptions of their supervisors’/subordinates’ ability to lie to them.

Despite the similarities among managers and subordinates, a number of differences existed. Dunbar (2004) predicts that power-unequal dyads will demonstrate less overt dominance than power-equal dyads but the theory does not make specific predictions about the types of strategies
that power-unequal dyads will use in place of overt dominance. Our results revealed that subordinates believed it was more acceptable to be lied to by their managers (compared to how acceptable managers found it to be lied to by their subordinates) suggesting that the power difference likely played a role—it is less acceptable for a less powerful person to lie to us, compared to a more powerful person deceiving us. It is important to note here, however, that the acceptability of deception was very low overall. Also, although subordinates had greater perceptions of their own ability to lie in general when compared to managers’ own perceived ability to lie in general, subordinates perceived that their supervisors were better able to lie, both in general and to them specifically (compared to supervisors’ perceptions of subordinates’ ability to lie).

One’s perceived power in the managerial-subordinate relationship was related negatively to their perceptions of their supervisors’/subordinates’ ability to lie to them, to lie in general, and the acceptability of being lied to by their supervisor/subordinate. Therefore, more powerful people believe it is less acceptable to be lied to, and believe subordinates to have a lesser ability to use deception and get away with it. This is consistent with other findings by Dunbar and her colleagues (Dunbar & Abra, 2008; Dunbar, Bippus & Young, 2008) suggesting that although power-unequal dyads display less overall dominance than their power-equal counterparts, the subtle dominance displays by those in power “leak” out to their subordinates and reaffirm their powerful position.

Deception Reported in the Workplace

Perhaps of most interest were the findings that surfaced with regard to the actual deception reported by managers and subordinates. First, subordinates lied about very few topics. The vast majority of subordinates lied either to get time off of work (or to explain being late to work) or to impact their managers’ perceptions of the status/quality of their work (e.g., to buy more time to complete tasks). Also, many of the lies centered on managing supervisors’ impressions, consistent with previous research (e.g., Barrick & Mount, 1996; Deluga, 1991). Supervisors, on the other hand, lied to subordinates about a wide range of topics from the relatively innocuous (e.g., overestimating the urgency of a task) to the more odious (e.g., spying on subordinates). This range might again reflect the power differential between supervisors and subordinates in that supervisors have legitimate authority over a wider range of workplace topics.

The messages supervisors and subordinates created differed with regard to what they said, how they attempted to appear truthful, and what they perceived was the most believable part of the lie. As noted previously, managers relied heavily on their credibility and authority; however, just as many supervisors tried to downplay their legitimate power role to create their messages and make themselves appear more believable. Thus, the very fact that managers had more power in the relationship allowed them to use it as communicative ploy—decreasing the power distance proved important for supervisors. Subordinates most often relied on controlling nonverbal behaviors, or focused heavily on the “stories” surrounding the deception. Although some reported keeping the
stories short by avoiding details, more often subordinates reported embellishing the stories with added details to improve the believability of the lie. The reported focus on the structure of the story was interesting given that (a) embellishment increases the information the deceiver must remember to maintain consistency in future interactions, and (b) previous research indicated that deceptive messages tend to be less plausible and more internally discrepant (DePaulo et al., 2003). The differences uncovered in the current study indicated that powerful people relied on the very nature of the qualities/resources inherent in their position (e.g., credibility and authority) for successful deception, whereas less powerful people relied more often on manipulating their appearance through nonverbal behaviors and story crafting.

Finally, despite the extremely low number of discovered lies in the current investigation, the findings warrant a brief mention here because they emphasize the fact that detecting deception in the “heat of the moment” is not the typical way deception is uncovered (Park et al., 2002). No lies were uncovered through the interpretation of nonverbal cues, rather they were discovered after the fact through evidence or confessions. Therefore, despite the importance placed in the research literature on detecting deception in real time by observing nonverbal cues (e.g., Cody & O’Hair, 1983), both supervisors and subordinates seemed to detect deception using other information.

Limitations and Future Directions

Only 96 people (fewer than half of all participants) reported using deception in the workplace. Although this is consistent with findings that a few prolific liars are responsible for the majority of lies (Serota, Levine, & Boster, 2010) and is consistent with samples sizes of other deception work (e.g. Enis, Vrij, & Chance, 2008), it was somewhat surprising to find so few participants who would admit to lying. One possibility is that despite the anonymity of the survey, participants’ social desirability bias or fear that their employers would discover their deception meant that they were reluctant to report that they had been deceptive at work. This was evidenced by the fact that several potential research subjects refused to participate once they heard they would be required to describe their own deceptiveness and some organizations refused the researchers access to their employees once they heard the study was about deception in the workplace. The authors went to great lengths to assure the respondents that their survey could not be connected to them or their organization in any way, but future researchers should be aware of participants’ reluctance and guard against self-selection bias. Also, it might be that the wording used to ask participants to describe a “lie” was interpreted narrowly by respondents to mean “fabrication” and were more likely to respond about outright lies rather than omissions or vagueness that could be construed as deception if a more inclusive term was used. Perhaps examples of deception could be provided so that respondents would know exactly what researchers are looking for. However, if it is true that fewer than half of the participants had actually engaged in deception at work, then it may be that so few have used deception because they view it as highly unethical, as evidenced by (a)
many participants’ unwillingness to use deception under any circumstances and (b) findings in previous research arguing that workplace deception is generally seen as unethical (e.g., Aquino & Becker, 2005). Also, this finding might be due to the power difference inherent in the types of lies examined in this study. Specifically, fewer lies might happen between managers and subordinates than between equal-status co-workers given that both parties have a great deal to lose (e.g., DePaulo et al., 1991; Schweitzer et al., 2006) if the deception is detected. Perhaps the supervisors in this study fear not only the loss of credibility with their employees but the repercussions from their own supervisors, as well. Also, if previous research is accurate that deception is used frequently in the workplace (e.g., Robinson et al., 1998; Strout, 2002), it might be that deception is used more frequently in relationships with a more equal balance of power. Regardless of the reason for the low number of deceivers in this investigation, future studies should seek to increase the number of deceptive interactions included for examination.

It also is important to note that participants likely chose to discuss deception events in which they were successful, or where the lie had not yet been detected given that Park et al. (2002) reported that deception is often uncovered long after it takes place. Although participants were asked to report a recent deception event, increasing the chance that the lie had not been uncovered, the current findings might be inaccurate with regard to the larger picture of deception in the workplace if only successful lies were reported. Also, it is possible that more participants’ lies were uncovered but they were not aware of the discovery. For example, the subordinates might be unlikely to confront supervisors with a discovered lie given the reported perceived power differential. Therefore, the results might be biased such that the reported deception was overwhelmingly successful (possibly painting a lopsided portrait of workplace deception) and overwhelmingly undetected.

A final limitation is the fact that the current study relied solely on the participants’ recollections of deception, not actual deception as it might occur. This investigation sought to examine how perceptions of power influence the perceptions of deception use and strategies used by deceivers, but these recollections might be tainted by subsequent events, lapses in memory, or even fundamental attribution error. Also, the participants might be unaware of their nonverbal cues that the receivers observed and were able to report only on what they intentionally manipulated rather than what they unintentionally “leaked.” The advantages of this method are that it yields insight into the mind of the deceiver and allows us to know when deception has been detected, perhaps weeks later. Despite these advantages, future research should look at actual interactions, whether in the laboratory or the field, so that the nonverbal cues, behaviors of both the deceiver and receiver, and message construction can be examined more closely.

**CONCLUSION**

Although deception in the workplace might be perceived as unethical (Aquino & Becker, 2005), if the workplace is like the other areas of our lives, it is pervasive. Regardless of its ubiquity...
at work, deception can carry serious consequences for supervisors and subordinates alike, especially given the power-laden relationships in which they operate. To that end, the current study was the first step in exploring how deception occurs in the workplace, and the role of perceived power in the deception process. Just as power is an important situational and relational variable in the workplace, it had key implications for how deception is experienced in the workplace. It is our hope that this work can be used to develop theoretical models to more closely examine the intersection of deception and power not only in the workplace but in many other contexts as well.
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ABSTRACT

The purpose of the Setting Expectations and Conflict Resolution project was to provide faculty and doctoral students with a professional development program that addressed conflict resolution using an interest-based approach. The program included two days of training focusing on setting expectations, exploring sources of conflict, and designing interventions to address conflict as it occurs. At the end of each day, participants were given a questionnaire to evaluate the usefulness of the training and its impact on their attitudes toward conflict. Focus groups were also held to assess the impact of the program. Preliminary results indicate that the program met or exceeded program objectives, and attendees felt that the training was successful in helping to set expectations and resolve conflict. Both student and faculty attendees reported an increase in their confidence in preventing and managing conflict.

INTRODUCTION

The culture of any group/organization is largely defined by the way that individuals communicate with each other and the ways in which conflicts are resolved. In doctoral education, the lack of explicitly communicated expectations between graduate students and faculty undermines the retention of doctoral students and creates the greatest potential for interpersonal conflict in the graduate education process (Golde, 2000; Lovitts, 2001). The program at Michigan State University (Klomparens, Beck, Brockman, & Nunez, 2008) adopted the interest-based approach to preventing and resolving conflict not only for its adaptability to a variety of contexts but also for its strength in fostering relationships between parties. The interest-based approach to managing conflict is a collaborative strategy that seeks to craft solution(s) which satisfy the interests of the parties involved in the conflict (Fisher & Ury, 1991). The relationship between graduate students and their faculty advisors is critical for progress through the degree program as well as for the long-term success of the graduate student. In the early phases of a student’s graduate career, for example, faculty advisors
play a key role in research mentoring, as research is a fundamental requirement for graduate program completion. Over the long term, faculty often assist their former students long after program completion and graduation, through writing letters of recommendation, supportive networking, and providing critical comments on articles and grant proposals.

**CHAPMAN UNIVERSITY’S PH.D. IN EDUCATION PROGRAM**

Chapman University’s College of Educational Studies (CES) Ph.D. in Education is the first and only Ph.D. program on campus. The faculty, under the leadership of the Dean, developed the program over a period of six years. The 57 credit hour program has full-time and part-time pathways in three areas of emphasis: Cultural and Curricular Studies, Disability Studies, and School Psychology. These three areas were chosen due to the need to take advantage of the strengths of Chapman’s CES faculty. There are courses in four core areas: foundations, inquiry, emphasis, and dissertation. We accept 18 students per year, six in each emphasis.

There are several innovative aspects of the program. First, as previously mentioned, students are accepted on a part-time as well as a full-time basis. Second, all of the classes are offered in the late afternoon or evening, making it easier for students to have some employment while they are in the program. Third, extensive writing support is offered from the very beginning, with supplemental support provided by faculty whose specialty is writing and rhetoric and by writing fellows (advanced doctoral students who have a strong propensity for writing). Fourth, there are three qualifying exams: a conference presentation, an article submitted for publication, and a grant proposal. We felt that the qualifying exams should approximate what university faculty do in their field. Fifth, faculty and students collaborate on three research forums during each academic year, bringing in some of the best minds in their respective fields to present the latest research. Finally, the faculty decided also to conduct specialized activities such as the Setting Expectations and Conflict Resolution workshops, with funding provided by a small faculty development grant from Chapman’s Chancellor’s Office. What was different about this program was the inclusion of both faculty members and Ph.D. students.

**THE CULTURE OF DOCTORAL EDUCATION**

As we noted above, several authors have pointed out that graduate education, especially at the Ph.D. level, is remarkably unsuccessful when one considers how many of those who start a Ph.D. program actually complete it. In one major study, the average completion rate in six fields, including English, history, political science, economics, mathematics, and physics, was only 56.6% at 10 major universities across the country (Bowen & Rudenstine, 1992). These rates were even lower for programs in the humanities and social sciences, which manage to graduate only a little more than one-third of those who begin a Ph.D. program (Damrosch, 1995). Other data suggests
that although smaller programs do somewhat better than this average, their completion rates still only reach about 60 percent (Damrosch, 1995).

What accounts for the finding that, at best, only about half of the students who enter Ph.D. programs finish them? Some clues can be found in descriptions of the culture of graduate education at the Ph.D. level (Adrian-Taylor, Noels & Tischler, 2007; Green & Bauer, 1995; Harnett & Katz, 1977; Nerad & Miller, 1996). Damrosch (1995) characterized academic life as encouraging both solitude and competition. Sociability in general is discouraged, and academics become what Damrosch calls a “community of one” (Damrosch, 1995, p. 100). If academic life is seen as one of isolation and competition, then it is unlikely that many of those who live it will have the skills needed to support junior scholars and resolve the conflicts that are inevitably part of the path to completion of a dissertation.

Although the culture of academic life and the process of graduate education encourage solitary work, completion of a dissertation also involves the paradox of working within an intense and hierarchical social relationship, that of doctoral student and dissertation chair. The power differential between student and advisor is largely one-sided, with the advisor holding all the cards. In such a lopsided relationship, it takes an unusually brave student to initiate a conversation about unmet needs or conflicts. This suggests that many conflicts remain unresolved and become the source of festering dissatisfaction and eventually withdrawal from the program.

COMMUNICATION BETWEEN GRADUATE STUDENTS AND FACULTY ADVISORS

Research has shown that a better working relationship with faculty is developed for those students who receive useful early information about program expectations (Green, 1991). The way that expectations are communicated, set, and aligned between faculty and graduate students is a function of the context and culture of the graduate program. For the graduate student, the experience of graduate education is often vague, and misalignments and the resulting conflict are too often attributed to personal failure on the part of the graduate student. As one graduate student stated, “The doctorate pursuit is frighteningly vague and arbitrary” (Kerlin, 1995, p.15). Another lamented, “Experience with my advisor—I’ve never felt comfortable in his presence . . . our relationship is stilted—a game with unwritten rules and no mercy” (Kerlin, p. 16).

The culture of graduate education is one in which there are unclear expectations, implicit assumptions (Kehrhahn, 1999) and frequent misunderstandings (Lovitts, 2001) between faculty and graduate students. Kehrhahn found that the lack of clear, realistic expectations about the process, milestones, and timeframe required to complete a Ph.D. was one of the top three issues directly related to how efficiently doctoral students progressed through their program (the other two issues include fragmentation of program phases and the inaccessibility of institutional and program supports for working part-time adult graduate students). Likewise, the more explicit these
expectations, the more graduate students are better able to accommodate to their role as graduate students and the more productive these students are as measured by the number of future publications (Bauer & Green, 1994). Nerad and Miller (1996) reported that personal frustration, resulting from misaligned expectations, is cited as a primary reason for leaving by students who exit within the first two years of graduate study.

In the beginning stages of socialization into graduate studies, students slowly become aware of the explicit behavioral, attitudinal, and cognitive expectations held for them (Weidman, Twale & Stein, 2001). Lovitts (2001) reported that students usually understand the formal expectations but do not have the same understanding of informal expectations. The shared expectations, based upon formal, written policies and rules, serve to communicate explicit institutional requirements. However, such institutional requirements are only a small portion of the expectations that need to be met for successful degree completion. Many of the important behavioral, attitudinal, and cognitive expectations are informal and implicit.

Lovitts (2001) reported that doctoral degree completers identify, among other things, an understanding of informal expectations as an important aspect for successful graduate education. Informal expectations are often understood through trial and error, the departmental grapevine, intuition, and socialization. These strategies for understanding informal expectations are not always effective and are often very risky. An awareness of the importance of informal expectations in graduate education and any intervention that helps make these informal (and implicit) expectations explicit are positive steps in any effort to improve retention of graduate students and their graduate education experience.

Hartnett and Katz (1977) posited that clarity about expectations results in more accountability on the part of both graduate students and faculty. Gaining clarity and an explicit understanding of expectations is a positive step. Going one step further, to jointly setting expectations, improves accountability and strengthens the faculty/student relationship. It is within the joint setting of expectations that the interest-based approach provides a unique alternative to developing clear understandings between graduate students and faculty. Further, the setting of mutually explicit expectations between faculty and graduate students, using an interest-based approach, serves to first develop, and later protect, through interest-based conflict resolution, faculty-student relationships.

CONFLICT PREVENTION AND RESOLUTION IN DOCTORAL EDUCATION

Conflict exists when two (or more) people (or groups) perceive their values, actions, or activities as incompatible (Tillett, 1991). Conflict over ideas, research methods, and analysis and interpretation of data advances knowledge and is a fundamental part of academic institutions. New knowledge is created by conflict, thus making conflict both inevitable and necessary in higher education. Conflict itself is neither good nor bad—its value is measured in its outcome. The
outcome is directly related to how the conflict is managed. When interpersonal conflict is not managed well, it can be costly for students, faculty members, and administrators, and it can tarnish the reputation of the department and university. When conflict is managed well, it can lead to constructive outcomes. Managing conflict constructively is a matter of strategic, intentional choice.

Generally speaking, there are five strategies for resolving conflict: competition, avoidance, accommodation, collaboration, and compromise (Thomas & Kilmann, 1974). Because the relationship between graduate students and their faculty advisors is so critical, the collaborative strategy is often the best choice to use in a conflictive situation. One approach within that strategy, which serves to maintain and foster relationships, despite the occurrence of a conflict, is called the Interest-Based Approach (Fisher & Ury, 1991). An interest-based approach to setting expectations and resolving conflict focuses on the underlying interests and concerns of the involved parties, with an emphasis on crafting options that satisfy multiple parties and their multiple interests (Fisher & Ury, 1991; Klomparens & Beck, 2000).

METHODS

The purpose of this study was to gain an understanding of the lived experiences of faculty and doctoral students who attended a professional development activity that consisted of two workshops, one on setting expectations between doctoral students and faculty and the second on resolving conflicts that may emerge. According to Patton (2002), when an investigation deals primarily with the lived experiences of a phenomenon by a group of people, a phenomenological approach is appropriate. Patton stated, “To gather such data, one must undertake in-depth interviews with people who have directly experienced the phenomenon of interest” (p. 104).

This study incorporated a survey that was administered at the conclusion of each workshop as well as in-depth interviews with four focus groups: faculty who attended both workshops, faculty who did not attend either workshop, students who attended both workshops, and students who did not attend either workshop. The focus groups utilized a protocol adapted from Brockman, Basu, and Nunez (2008). The interview protocol is in Appendix B.

A limitation of our design was the constraint that some faculty and students attended one of the workshops but did not attend either both or neither. The resulting number of participants in each focus group was as follows: four faculty members attended both workshops, two faculty members attended neither, three doctoral students attended both, and four students attended neither. Faculty/students who attended neither workshop are heretofore referred to as non-attendees. Similarly, faculty/students who attended both workshops are heretofore referred to as attendees. An evaluation survey was administered at the conclusion of each workshop (Appendix A). Items were constructed by the researchers using a standard format commonly used to evaluate workshops. The reliability of the survey was not assessed. Content validity was determined by asking
colleagues to assess the items for the stated purpose (i.e., conflict resolution workshop evaluation) and revising the survey based on the feedback.

Approximately six months after the workshops, the four focus groups were convened by the faculty members who had initiated the project. Transcripts of the focus group sessions were made, and the content of these transcripts was analyzed for recurring themes and patterns. After first reading the transcripts individually, the authors came together to discuss their observations. This first reading produced a framework of broad categories or themes. These themes were discussed and given preliminary labels. During a second reading, the authors read and labeled the statements individually and then met to discuss and compare their observations. This process was iterative, repeating itself several times until the authors concluded that all themes and patterns were identified.

RESULTS

As noted above, two kinds of data were gathered for this study. Evaluation data was gathered for all participants immediately after the workshops. In addition, focus group data was gathered from both participants and non-participants about six months after the workshops.

Evaluation Survey

Following each session, participants, 14 faculty and 27 students total, completed an evaluation survey (Appendix A). After the first session, which focused on setting expectations, the vast majority of the participants said that they found the workshop very useful and would recommend this kind of training to other doctoral students or faculty. Almost all of the participants reported that the presenters were excellent. The structure of the workshop incorporated lecture, small group interaction, and role-playing with the aid of video-cases that were developed by the presenters. The majority of participants found this style and structure to work well with their own learning style. The most positive feedback, however, was the participants’ reported change in confidence levels in dealing with issues between doctoral students and faculty. More than half said that, before the workshop, they felt only somewhat confident in dealing with these situations but that, after the workshop, everyone reported feeling confident or very confident with the skills that they acquired (see Appendix C and Figure 1).

Following the second session, which focused on conflict resolution, an even greater majority of the participants reported finding the workshop to be very useful, and everyone said that they would absolutely recommend this kind of training to other doctoral students and faculty. Video-cases were incorporated into the structure of the workshop to show examples of conflicts that could arise and how to deal with them. The vast majority said the structure of the workshop worked well with their learning style. Additionally, all of the participants rated the presenters as excellent. Before this workshop, most participants reported that they felt confident in dealing with conflict in
the program, but, after the workshop, every participant reported feeling confident or very confident (see Appendix D and Figure 2).

Figure 1: Evaluation Scores for Session One

Figure 2: Evaluation Scores for Session Two
In both workshops, participants indicated learning about alternative approaches to conflict, focus on interests instead of positions, and trust between faculty and students, which they reported are all keys to increasing their confidence in dealing with conflict. Even more importantly, participants realized there is a place for conflict in that it is necessary for learning and growing as long as it is handled and resolved with both parties looking at it from an interest-based approach.

**Faculty Focus Groups**

**Conflict depersonalization**

Among faculty members, non-attendees tended to perceive their role in faculty/student conflict in terms of following policies and procedures. They saw conflict as rare, and, when it occurred, their main strategy was to depersonalize conflict. Non-attendees expressed this theme of depersonalizing conflict by frequent references to roles, rules, and institutional processes as a way of dealing with conflict. For instance, a member of the focus group made up of faculty non-attendees described how institutional roles led him to take a hands-off approach to conflict:

> Well, something I’ve really reflected on recently and confirms what you’re saying is that experience of realizing that everyone has their role inside the institution and you have to respect those roles and perhaps not even, intervene or, it’s not my place to say this to that person because they are managing it within their own sphere of influence.

As noted above, non-attendees consistently responded to questions by referring to policy, procedures, and a process of depersonalizing conflict. Examples of this theme included the following statements:

> It is not confrontational, it’s just presentation of facts: these are the issues, these are the ramifications as I perceive them.

> When you’re dealing with people I try to have them identify what the problem is and not personalize it, for example as opposed to saying you are such-and-such, no this is your behavior and tell them what the consequences are and if you continue to do this, this is what’s going to happen. So kind of depersonalizing it and keep the behavior.
You know for example there are certain requirements, policy or practice or regulations, you have to work within that framework, and so there is a limit to what you can; there’s a limit to the type of solutions.

But let me say first that we have the mechanisms in place, there’s an appeals process that’s spelled out that they can be referred to and advised to follow step by step.

I tell them [other faculty] is be consistent and don’t be arbitrary or capricious in your decision making, they may not like your decisions but at least you’ll be consistent and predictable.

Attendees rarely referenced policies and procedures and seemed to see conflict through a more interpersonal lens than the non-attendees did. In contrast to the depersonalized follow-the-rules-and-procedures approach discussed by non-attendees, attendees saw interpersonal engagement, through empathic listening, as an important way of managing conflict.

[The] way I handled it, I felt like I wanted to listen and felt very strong about listening because I believe it was a stressful experience.

It was my main job to listen more so than come up with a plan.

I tried to be kind, I tried to listen, I tried to understand.

Make sure they feel like ‘I am hearing you.’

**Frequency of conflict**

Interestingly, non-attendees also seemed to see conflict as rare, suggesting that they did not see faculty/student conflict as a critical issue in graduate education.

I can’t recall a situation with a student . . .

But I’m thinking of over the course of a quarter century there were very few real problems with students.

(Q) Any experiences with student teachers out there? (A) Yes, for example, every once in a while, a great once in a while there’s not a good match.
In contrast, faculty attendees saw the prevention of conflict as important and expressed appreciation of the difficulties of managing conflict. This is demonstrated in the following statements:

I think I try to prevent conflict and I think I do that better than I manage conflict.

It’s hard for me to manage conflict sometimes.

I really like to prevent it if I can.

This group also emphasized resolving conflict directly rather than passively or indirectly.

I realized that the only way to resolve it was to go in and get one-on-one and say here’s the situation so we need to resolve this otherwise it will fester and get worse and get blown out.

I think one would be not to avoid it but to take it head on even though it’s painful and tough at times but to deal with it instead of avoiding it.

For this group, this sense of directness as a virtue in resolving conflict appeared to be directly connected to their experience in the workshop. When asked how participation affected them, one participant stated:

You know the thing that stood out for me that you just mentioned is being explicit. They talked a lot about being explicit and you know sometimes I soft-soap things too much . . . so I’m not as direct as I need to be at times and their voicing ‘be explicit, be explicit, be explicit’ keeps coming back to make it crystal clear what we’re talking about instead of trying to soft-soap it a little bit.

**Workshop feedback**

Attendees also connected listening, empathy, and a more personalized approach to faculty-student relationships to their workshop experiences.

They said a lot about the listening part too, they really hammered that about the listening and I tend to, I like to be a good listener but I have to work at it because I usually want to keep going.
And I like to try to put myself in the student’s shoes so that I can see it from their reference point, not from my reference point and that’s hard.

In addition, faculty attendees mentioned that their experience with the workshop led them to value directedness in dealing with conflict.

Yeah, I agree, I remember that from some of the videos in particular and one of the things is I tend to be pretty laid back and sometimes that’s misinterpreted as I don’t care and you can do whatever you want and so when something does come up and I say ‘Wait a minute, where is this? Why haven’t you done it?’ then they’re like whoa! So they misunderstand being explicit without being harsh or anything, but I just need to be aware of my own tendency that I created a problem down the road in clearness verses harsh.

**Student Focus Groups**

**Perceived power differential**

Students in both focus groups seemed much more aware of the power difference between them, their advisors and instructors than did faculty members. None of the faculty members who participated in the focus groups discussed power differences explicitly, yet it was an important theme for students.

I think just the intimidation factor.

I think that person intimidated me.

Pay-backs are hell.

I felt it was safer to retreat than to have possible retaliation.

But when you know they’re gonna be responsible for grading you for half your program, it’s, you know it definitely puts you, it’s just an unequal playing field I guess.

Sometimes the awareness of power was expressed strategically in that it was important to know who among the faculty had more power and who is was safe to approach.
You know that there are definitely professors in the program that seem to hold a higher power than other professors.

I’d probably say the fact that the school is so small that you have to think before you decide to confront someone, how will this (confrontation) affect me in the future.

**Setting Expectations**

Failed expectations appear to be at the heart of conflict. Sometimes these involve expectations around assignments and related concerns.

I had submitted a paper for the end of the semester project and I had submitted it early as I had assumed without stating it, I had assumed that because it got in early it would get read early and get back to me early but I didn’t articulate that so it didn’t get back to me early, it got back to me like two days before the last class.

Others seem to involve broader expectations, such as whether a conversation is confidential or whether information about a person’s performance is private.

But I really honestly thought my concerns and frustrations would be confidential not the minute I left the office the person would be on email with the person saying, you know, whatever I had just said. So that really did surprise me, I really did think there was, there should be a level of confidentiality.

I heard something about my paper from someone else, from different sources and so I felt bad because I felt like people were talking about me behind my back.

**Strategies to manage conflict**

One important strategy that students use to manage conflict is to consult a confidant. Sometimes this is a faculty member, while other times it is their peers. For instance, the person above who was upset about the publicity of her performance on a paper described how she dealt with the conflict thus:

But I did actually speak to someone about it . . . another professor, not the person who actually . . .

Another student described the importance of her advisor as a confidant.
I just tend to talk a lot to my professor or my advisor.

Other students sought out peers and used them as confidants.

I would say more so if you can find a few peers in the program that you really, really trust, and those you really click with; to use them as a sounding board.

I think if it wasn’t for one or two peers in the program who you know at the same time were going through similar situations, you know, if I hadn’t had their support I don’t think I would have stayed in the program.

When students have no confidante, students see themselves as especially vulnerable.

I think I attempted that at the beginning of the program, I tried to, I think I came into the program maybe overly trustworthy, in terms of colleagues as well as faculty members and experienced a backlash in terms of the way I was treated.

I mean this is a big program, you don’t know if you open your mouth or who you speak to if that’s going to somehow, you know, affect your future.

When vulnerability sets in, students see themselves as having few options. One clear theme, especially among those students who did not attend the workshop, was avoidance.

I’ve done my best to keep my mouth shut and not share my opinions and really be careful about whom I talk to. Across the board in terms of faculty including my advisor.

So basically it’s just keep a low profile and get done.

Tread softly. For me, tread softly. Be careful with your trust.

Although both focus groups saw power as an important theme, attendees described conflict in terms that were more positive as well as advocated for a more direct approach to dealing with it.

I would say that conflict is probably part of the process too, so to expect that, and then to address it.
I tend to just not address it, I avoid it. This program is teaching me that it’s not a positive thing for me because then I get all worked up.

**Workshop Feedback**

One student described the benefit of the workshops in this way:

I think it helped me realize that it just got me prepared to know that this is a common thing whereas in my undergrad and in other graduate work I really hadn’t experienced that.

Another described how the workshop changed how she saw her advisor.

I did feel more comfortable talking to my advisor after the workshop, I don’t know why that was, I have a good relationship with my advisor. It kind of was a trigger to say don’t just plow on through your program without having a regular consultation with your advisor.

**DISCUSSION**

Differences were found between those faculty and students who attended the workshop and those who did not. For the *faculty*, the main difference between attendees and non-attendees was their perception of the role that they take in the wake of faculty/student conflict. For non-attendees, the role was described as depersonalized, arms-length, and procedural. For attendees, the role was described as personalized, hands-on, and personally explicit. In addition, the communication skill of listening as a way of managing conflict was quite pronounced in the faculty attendee group, whereas it was not discussed in the non-attendee focus group. Both the qualitative and the quantitative data, along with other research (Adrian-Taylor, Noels, & Tischler, 2007; Zweibel, Goldstein, Manwaring, & Marks, 2008), show that a single intervention in the form of an interactive workshop can increase the use of collaborative strategies and effective communication skills.

For the *students*, similar to faculty, the main difference between student attendees vs. non-attendees was the strategy that they would use in resolving conflict. More often than not, non-attendees used avoidance as a strategy to both prevent and resolve conflict, whereas the attendees advocated for more of a direct approach. Barsky and Wood (2005) recommended that universities must “promote norms of assertiveness, constructive dialogue and other methods of handling conflict more effectively” (p. 262).

Interestingly, differences also exist between faculty and students (both attendees and non-attendees) in that graduate students perceive a power differential between themselves and their
faculty advisors (though graduate student attendees did feel that the workshops decreased this perception). As one student attendee stated in the workshop evaluation report, “(I learned) that we are part of a larger community with equal voice.” Another student became aware of the fact that, “in the school setting, it is okay to approach them (faculty) and ask for clarity.” Clearly, for this student, the power gap narrowed. Conversely, faculty in both groups did not explicitly discuss a perceived power differential, although those faculty who did attend the workshop seemed to become more aware of the differential, as one faculty member wrote, “Hearing students talking about safety emphasized for me the importance of dealing with conflict which then encourages me to ‘deal’ whether I am confident or not.” The issue of safety is in direct relation to the power differential perception (Barsky & Wood, 2005; Kerlin, 1995). Within this context, safety refers to a relational environment free of risk regarding their graduate student status. The main conflict management strategy used by students within the attendee and non-attendee focus groups was to consult with another person. This strategy is often used when one party perceives itself as being less powerful than the other party. Rubin and Zartman (1995) suggested that “the power of the weaker parties in the cases studied derived from their ability to draw on a broad array of resources . . . perhaps the major source of power . . . was the ability to bring in support from external actors” (p. 361).

The evaluations completed immediately after the workshop coupled with the feedback from focus group participants who attended the workshop suggested that workshop principles had, to some extent, transferred to practice. In fact, both student and faculty attendees reported an increase in their confidence in preventing and managing conflict following the workshop. This newly found confidence could be attributed to this transfer. Zweibel et al. (2008) showed similar results in their study of medical residents and academic health care faculty.

We have demonstrated that our two-part intervention for faculty and students on preventing and resolving conflict increased the confidence levels of workshop attendees in preventing and resolving conflict with faculty/students regarding issues within our newly formed Ph.D. program. Further, workshop attendees’ perspectives regarding the strategies that they would use to resolve conflict with one another, as compared to those who did not attend the workshop, were more direct and less avoiding. We believe that, by applying the interest-based approach to the setting of expectations, the frequency and intensity of conflict between graduate students and faculty will be reduced or possibly may be prevented altogether. The implicit nature of expectations within graduate education can easily lead to incomplete or incorrect communication and, hence, conflict between graduate student and faculty. Clearly, the use of an interest-based approach as a strategy for resolving conflicts in graduate education is an important tool for graduate students and faculty alike. Reduction or prevention of conflict between graduate students and their faculty advisors will go far to improve not only the retention of individual graduate students but also the experience of graduate education for both faculty and graduate students alike.
IMPLICATIONS

The interest-based approach makes visible the interrelationships between culture, communication, and conflict in doctoral education. In doing so, it provides a way to mitigate the influence of the existing power differential by focusing on a communication approach that addresses both the prevention and resolution of interpersonal conflict between faculty and doctoral students.

The current economic crisis looming over the nation’s higher education system brings with it increased stress on both faculty and graduate students. The visible signs of stress often reveal themselves in the form of interpersonal conflict. Building a system’s capacity to recognize and withstand such occurrences is critical to the health of the organization and the faculty and graduate students who must survive and thrive within the organization. Capacity-building for preventing and resolving conflict is critical to any developing organization such as a new doctoral program. Holton (1998), in her book *Mending the Cracks in the Ivory Tower*, stated that, “Direct negotiations, without the intervention of a third party, should be attempted first as they encourage communication and education.” (p. 211).

The prevention of conflict requires that behavioral expectations are explicitly communicated from the start of any working relationship. When a new doctoral program is successful in encouraging both faculty and graduate students to develop and commit to explicitly defined expectations, the resulting working relationships will flourish. Results of this study and others make it quite clear that failed expectations between parties increase the occurrence of interpersonal conflict. With doctoral student attrition at unacceptable rates across disciplines, timely education and organizational commitments that increase the likelihood of program success for doctoral students should be embraced as a best practice and shared with the higher education community.
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APPENDIX A

Opinionnaire

Please respond to the following items by circling your response.

1. Overall, how would you rate the usefulness of the workshop?
   1 = not useful at all  2 = somewhat useful  3 = useful  4 = very useful

2. How did the style and structure of today’s workshop work for you?
   1 = not at all  2 = somewhat  3 = well  4 = very well

3. Overall, how would you rate the presenters?
   1 = poor  2 = so so or okay  3 = good  4 = excellent

4. Would you recommend this type of training to other doctoral students/faculty?
   1 = not at all  2 = maybe  3 = yes  4 = absolutely

5. Before attending this workshop, how confident did you feel in dealing with conflicts with faculty members?
   1 = not confident at all  2 = somewhat confident  3 = confident  4 = very confident

6. How confident do you feel now?
   1 = not confident at all  2 = somewhat confident  3 = confident  4 = very confident

7. If your confidence increased, what did you learn today that increased your confidence?

8. What should have been different for your confidence to increase (or increase more)?
APPENDIX B

Focus Group Questions

Focus group questions for graduate students

1. Do graduate students attempt to prevent or manage conflict with faculty?

2. Can you describe a conflict you have experienced with your faculty advisor or another faculty member?

3. How did you manage that conflict?

4. Can you describe any barriers you have encountered to managing conflict with your advisor or other faculty members?

5. What advice would you give to new graduate students about how to manage conflict with faculty members? If so, please explain.

Focus group questions for faculty members

1. Do faculty members attempt to prevent or manage conflict with faculty? Please explain.

2. Can you describe a conflict you have experienced with your advisees or other doctoral students?

3. How did you manage that conflict?

4. Can you describe any barriers you have encountered to managing conflict with your advisees or other doctoral students?

5. What advice would you give to new faculty about how to manage conflict with students?

6. Did participating in the workshop influence how you perceive or handle conflict with students? If so, please explain.
APPENDIX C

Building Relationships through the Setting of Expectations between Faculty and Students

Summary of Survey Responses (1st Session, N=23)

1. Overall, how would you rate the usefulness of the workshop?
   1-Not useful at all- 0
   2-Somewhat useful- 2
   3-Useful- 3
   4-Very useful- 18

2. How did the style and structure of today’s workshop work for you?
   1-Not at all- 0
   2-Somewhat- 1
   3-Well- 5
   4-Very well- 17

3. Overall, how would you rate the presenters?
   1-Poor-0
   2-So so or Okay- 0
   3-Good- 3
   4-Excellent- 20

4. Would you recommend this type of training to other doctoral students/faculty?
   1-Not at all- 0
   2-Maybe- 1
   3-Yes- 1
   4-Absolutely- 21

5. Before attending this workshop, how confident did you feel in dealing with conflicts with faculty members/students?
   1-Not at all confident- 2
   2-Somewhat confident- 13
   3-Confident- 6
   4-Very confident- 2

6. How confident do you feel now?
   1-Not at all confident- 0
   2-Somewhat confident- 2
   3-Confident- 13
   4-Very confident- 8
APPENDIX D

Building Relationships through the Setting of Expectations and Resolving Conflict between Faculty and Students

Summary of Survey Responses (2nd Session, N=13)

1. Overall, how would you rate the usefulness of the workshop?
   1-Not useful at all-0
   2-Somewhat useful-0
   3-Useful- 1
   4-Very useful- 12

2. How did the style and structure of today’s workshop work for you?
   1-Not at all-0
   2-Somewhat-0
   3-Well- 2
   4-Very well- 11

3. Overall, how would you rate the presenters?
   1-Poor-0
   2-So so or Okay-0
   3-Good-0
   4-Excellent- 13

4. Would you recommend this type of training to other doctoral students/faculty?
   1-Not at all-0
   2-Maybe-0
   3-Yes- 1
   4-Absolutely- 12

5. Before attending this workshop, how confident did you feel about dealing with conflicts with faculty members/students?
   1-Not at all confident- 1
   2-Somewhat confident- 5
   3-Confident- 7
   4-Very confident-0

6. How confident do you feel now?
   1-Not at all confident-0
   2-Somewhat confident-0
   3-Confident-5
   4-Very confident- 8
PROACTIVE PERSONALITY AND GOAL ORIENTATION:
A MODEL OF DIRECTED EFFORT

Steven Brown, Columbus State University
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ABSTRACT

This paper brings together two disparate areas of literature, namely, proactive personality and learning goal orientation, to examine how proactive personality translates a motivation to learn into actual effort and performance outcomes in teams. This study also examines the relationships of two other personality traits, conscientiousness and neuroticism, with learning goal orientation. This study is a response to a call for research (Deshon, Kozlowski, Schmidt, Milner, & Wiechmann, 2004; Major, Turner, & Fletcher, 2006). In answer, we specifically test a model in which we link conscientiousness and neuroticism to learning goal orientation, and learning goal orientation with proactive personality. In turn, proactive personality is linked to individual effort on a team, which, in turn, is linked with peer-evaluated individual performance on the team. Hypotheses are offered and tested using structural equation modeling.

Key words: proactive personality, learning goal orientation, team performance

INTRODUCTION

Prior research has strongly suggested that a learning goal orientation has positive benefits in the classroom and in the workplace in terms of improving individual performance. Similarly, learning goal orientation has been found to be helpful in teams as well. Similarly, proactive personality has been linked to positive work-related outcomes as well. Proactive personality defines the likelihood of taking personal initiative to get things done. Since both of these constructs have been found to be related to performance outcomes, the primary focus of this research is whether learning goal orientation and proactive personality function together in influencing performance.

Two articles from the Journal of Applied Psychology, one by Deshon, Kozlowski, Schmidt, Milner, and Wiechmann, (2004) and another by Major, Turner, and Fletcher (2006) provide the theoretical support for this model. Together, these two studies serve as the theoretical foundation for the structural equation model utilized in this study. The underlying lynchpin for linking these constructs is the concept of applying proactive effort toward learning-oriented directional goals in order to achieve tangible performance results.
Extant research has examined whether the Big Five and learning goal orientation in some combination relate to performance (e.g., Chen, Gully, Whiteman, & Kilcullen, 2000; Zweig & Webster, 2004). However, this is the first study, to the authors’ knowledge, that specifically addresses the links between three personality traits (namely, conscientiousness, neuroticism, and proactive personality), learning goal orientation, individual effort in teams, and individual performance in teams.

**THE FIVE FACTOR MODEL OF PERSONALITY AND LEARNING GOAL ORIENTATION**

Personality has been defined as both dispositions, such as the Big Five personality traits, and also as interpersonal self-regulatory strategies that fall under the auspices of the social-cognitive approach. The wide variety of personality research, both dispositional based and social-cognitive based, has successfully explained consistent and unique patterns of individual thoughts and behaviors (Hogan, Hogan, & Roberts, 1996).

The Big Five, a five-factor model of personality, has become the most popular conceptualization of personality (Zweig & Webster, 2004). The Big Five include the dimensions of extraversion, openness to experience, emotional stability, conscientiousness, and agreeableness (Goldberg, 1990, 1992; McCrae & Costa, 1999). Two of the five personality traits within the five factor model (e.g. conscientiousness, agreeableness, openness to experience, neuroticism, and extroversion) have been found to be related to motivation to learn. Conscientiousness was found to be positively related, while neuroticism was found to be negatively related, to the motivation to learn (Colquitt, LePine, & Noe, 2000).

Within the social-cognitive approach, goal orientation has become a highly researched forms of self-regulation (Dweck, 1986, 1997). Goal orientation research initially identified two forms of goal orientation that individuals could choose from as self-regulatory strategies in achievement situations—a learning orientation that focuses on increasing one’s own abilities, and a performance orientation that focuses on demonstrating one’s own abilities. Through further development, goal orientation was extended from a two-dimensional model to a three dimensional model, with a performance orientation being divided into performance prove and performance avoid orientations, the first to gain reward, the second to avoid punishment (c.f. Elliot & Harackiewicz, 1996).

Because of the aforementioned links of conscientiousness and neuroticism to the motivation to learn, the following hypotheses are offered:

**H1:** Conscientiousness is positively related to learning goal orientation. The higher a person’s level of conscientiousness, the higher their level of learning goal orientation will be.
H2: Neuroticism is negatively related to learning goal orientation. The higher a person’s level of neuroticism, the lower their level of learning goal orientation will be.

Learning Goal Orientation and Proactive Personality

Proactive personality is defined as a disposition relating to individual differences in people's proclivity to take personal initiative in acting to influence their environments in a broad range of activities and situations (Bateman & Crant, 1993). Individuals with strongly proactive personalities will demonstrate initiative, look for opportunities, take action rather than waiting and reacting, and will persevere until the change has been achieved (Bateman & Crant, 1993). Crant and Bateman (2000) stated that people with proactive personalities influence their environment by employing personal initiative, active problem solving actions and will persevere until achieving their goal. Individuals with low proactive personality are more likely to be more passive in terms of their approach to situation and opportunities. Thus the following hypothesis is offered:

H3: Learning goal orientation is positively related to proactive personality. The more learning focused a person is, the greater their proclivity for proactive behavior.

Proactive Personality and Effort

Since proactive people intentionally create change, influence their environments, and directly affect their situations, their efforts are typically directed toward some performance outcome. For over twenty years, scholars have been identifying specific proactive behaviors that individuals use to increase their performance (e.g., Dutton, Ashford, O'Neill, & Lawrence, 2001). For instance, proactive individuals approach their jobs and careers differently, taking control of them; they are more likely to engage in career management activities (e.g. job seeking, finding organizational information, obtaining sponsorship and career support, conducting career planning and persisting in the face of career obstacles) (Frese, Fay, Hilburger, Leng, & Tag, 1997). They are more likely to identify and pursue opportunities for self-improvement for career developmental purposes, such as acquiring further education or skills needed in the future. Information seeking is also stronger among proactive individuals, since they are often looking for opportunities to improve things and do not wait passively for information and opportunities to come to them (VandeWalle & Cummings, 1997). Thus the following hypotheses are offered:

H4: Proactive personality is positively related to effort. The more proactive a person is inclined to be, the more effort they will put into their tasks.
Mediation by Proactive Personality on the relationship of Learning Goal Orientation to Effort

VandeWalle, Cron, and Slocum (2001) discovered that learning goal orientation had a significant positive relationship with effort, self-efficacy, and goal level. According to Latham and Locke’s (1991) model of motivation sequencing, individual action and performance are the function of self-efficacy and goals/intentions, and goals control the direction, intensity, and duration of actions. Kuhl (1992) brought attention to the fact that some individuals have goals but do little to achieve them; these people are considered to have a “state orientation.” People who rapidly put their goals into action were defined by Kuhl as having an “action orientation.” Thus, the following hypotheses are offered:

**H5:** Proactive personality will partially mediate the relationship between learning goal orientation and effort.

**H6:** Effort will be positively related to individual performance.

**Figure 1: Theoretical Structure of Structural Equation Model**

The Big 5 have not been examined much in relation to Proactive Personality, and only one study has shown a statistically significant relationship, and it is very small. (Major, Turner, & Fletcher, 2005)
METHOD

Participants and Setting

This study’s participants consisted of 438 undergraduate seniors enrolled in a Strategic Management capstone course for all business students who were near graduation. The data was collected at a large Southeastern university from several sections of students over a period of eight semesters. The participants were 63% males and 37% females. The participation rate was over 85% and there were no missing data due to the nature of the web-survey design that required all items on each page to be answered before moving to the next page.

Measures

All measures, with the exception of peer-evaluated performance data were psychometrically-tested, well-established scales published throughout the literature on organizational research. Answers consisted of a 5-point Likert-type response cell format ranging from 1 (very strongly disagree) to 5 (very strongly agree).

Conscientiousness and neuroticism

Conscientiousness and neuroticism were each measured with the 12-item self-report scales contained within the NEO Five-Factor Inventory (NEO-FFI; Costa and McRae, 1992). The test manual reports correlations between the NEO-FFI and NEO-PI scales of between .75 for Conscientiousness and .89 for Neuroticism. The manual presents evidence for the NEO-FFI’s construct validity reports that reliability coefficients are .87 for conscientiousness and .92 for neuroticism. For this study, the reliabilities were .86 and .87, respectively. The scale for conscientiousness includes such items as “When I make a commitment, I can always be counted on to follow through.” For neuroticism, the scale includes questions such as “I often feel tense and jittery.”

Learning goal orientation (LGO)

Learning goal orientation is one of three dimensions on a 16-item instrument that was developed and validated by VandeWalle (1997) for all three goal orientations (performance prove and performance avoid being the other two.) The instrument has three subscales, with six items that measure LGO, including items such as “I often look for opportunities to develop new skills and knowledge.” Published reliability for the instrument is .84, while reliability for the present study is .91.
Proactive personality

Proactive personality was assessed with the 10-item shortened version (Seibert, Crant, & Kraimer, 1999) of Bateman and Crant's (1993) 17-item Proactive Personality Scale (PPS). The shortened version of the PPS is comprised of the 10 items with the highest average factor loadings based on results reported by Bateman and Crant (1993). Seibert et al. (1999) presented evidence for the validity and reliability of the shortened scale. Cronbach's alphas across three samples ranged from .87 to .89, while the test–retest reliability coefficient was .72 over a 3-month period, with established convergent, discriminant, and criterion validity. The correlation between the 10-item scale used in this study and the full 17-item scale was .96. Deleting the 7 items had little effect on the reliability of the scale (17-item $\alpha = .88$; 10-item $\alpha = .86$). Respondents reported the extent to which they agreed with statements such as “Wherever I have been, I have been a powerful force for constructive change.” Reliability for this study is .84.

Effort

Individual effort was measured by modifying the 4-item Teamwork Quality (TWQ) subscale for Effort by Hoegl and Gemuenden (2001). The convergent, discriminant, and criterion validity have been established in existing literature (Hoegl & Gemuenden, 2001). Items were applied to the individual team member level rather than at the team level, and contained items such as “I made the project my highest priority.” The reliability is .84.

Peer evaluated individual performance on the team

Individual performance was operationalized as the mean score of computer-scored performance evaluations issued near the end of the course of six rounds of a competitive business simulation. Each team member rated every other member of their team. Ten questions were used for the rating. The mean was taken for each rater and the means of all raters were then averaged to determine the peer-evaluated performance score. There are no published reliabilities within the simulation for this scale, and the reliability for this study was .74.

Results

Table 1 presents the mean, standard deviations and intercorrelations for all the variables, including parcelled items. The data was examined, and it contained no missing values, nor any other potential aberrations. Diagnostics were conducted on the raw data to detect potential outliers and to test the model assumptions; all model assumptions were met. Additionally, neither skewsness nor kurtosis presented any problems with the data.
Measurement Assessment

Measures were parceled, but all items were used for each of the measures. The factor loadings for the individual items are reported in Table 2.

Table 2: Factor Loadings and Internal Consistency Estimates for Scales

<table>
<thead>
<tr>
<th>Factor</th>
<th>Item Label</th>
<th>Unstandardized loadings</th>
<th>Standardized loadings</th>
<th>Cronbach’s Alpha</th>
</tr>
</thead>
<tbody>
<tr>
<td>Conscientiousness</td>
<td>Consc 1</td>
<td>1.00</td>
<td>.755</td>
<td>.86</td>
</tr>
<tr>
<td></td>
<td>Consc 2</td>
<td>1.297</td>
<td>.828</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Consc 3</td>
<td>1.240</td>
<td>.806</td>
<td></td>
</tr>
<tr>
<td>Neuroticism</td>
<td>Neurot 1</td>
<td>1.146</td>
<td>.746</td>
<td>.87</td>
</tr>
<tr>
<td></td>
<td>Neurot 2</td>
<td>1.143</td>
<td>.908</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Neurot 3</td>
<td>1.00</td>
<td>.903</td>
<td></td>
</tr>
<tr>
<td>Learning goal orientation</td>
<td>LGO 1</td>
<td>1.302</td>
<td>.716</td>
<td>.91</td>
</tr>
<tr>
<td></td>
<td>LGO 2</td>
<td>1.597</td>
<td>.944</td>
<td></td>
</tr>
<tr>
<td></td>
<td>LGO 3</td>
<td>1.639</td>
<td>.940</td>
<td></td>
</tr>
<tr>
<td></td>
<td>LGO 4</td>
<td>1.073</td>
<td>.709</td>
<td></td>
</tr>
<tr>
<td></td>
<td>LGO 5</td>
<td>.955</td>
<td>.666</td>
<td></td>
</tr>
<tr>
<td></td>
<td>LGO 6</td>
<td>1.000</td>
<td>.603</td>
<td></td>
</tr>
<tr>
<td>Proactive personality</td>
<td>PP 1</td>
<td>1.000</td>
<td>.722</td>
<td>.84</td>
</tr>
<tr>
<td></td>
<td>PP 2</td>
<td>1.085</td>
<td>.720</td>
<td></td>
</tr>
<tr>
<td></td>
<td>PP 3</td>
<td>1.034</td>
<td>.799</td>
<td></td>
</tr>
<tr>
<td>Effort</td>
<td>Eff 1</td>
<td>1.616</td>
<td>.915</td>
<td>.84</td>
</tr>
<tr>
<td></td>
<td>Eff 2</td>
<td>1.492</td>
<td>.856</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Eff 3</td>
<td>.817</td>
<td>.594</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Eff 4</td>
<td>1.000</td>
<td>.637</td>
<td></td>
</tr>
</tbody>
</table>

** Significant at the .01 level.
Table 1: Means, Standard Deviations and Zero-Order Correlation Coefficients

<table>
<thead>
<tr>
<th>Variable</th>
<th>M</th>
<th>SD</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
<th>11</th>
<th>12</th>
<th>13</th>
<th>14</th>
<th>15</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Conscientiousness</td>
<td>3.77</td>
<td>.48</td>
<td>-</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2. Conscientiousness Parcel 1</td>
<td>3.85</td>
<td>.49</td>
<td>.83**</td>
<td>--</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3. Conscientiousness Parcel 2</td>
<td>3.71</td>
<td>.58</td>
<td>.89**</td>
<td>.60**</td>
<td>--</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>4. Conscientiousness Parcel 3</td>
<td>3.76</td>
<td>.57</td>
<td>.89**</td>
<td>.61**</td>
<td>.69**</td>
<td>--</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>5. Neuroticism</td>
<td>2.52</td>
<td>.59</td>
<td>--</td>
<td>-.42**</td>
<td>-.34**</td>
<td>-.41**</td>
<td>-.34**</td>
<td>--</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>6. Neuroticism Parcel 1</td>
<td>2.65</td>
<td>.68</td>
<td>-.27**</td>
<td>-.19</td>
<td>-.29**</td>
<td>-.21**</td>
<td>.88**</td>
<td>--</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>7. Neuroticism Parcel 2</td>
<td>2.40</td>
<td>.64</td>
<td>-.45**</td>
<td>-.36**</td>
<td>-.44**</td>
<td>-.36**</td>
<td>.92**</td>
<td>.68**</td>
<td>--</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>8. Neuroticism Parcel 3</td>
<td>2.50</td>
<td>.64</td>
<td>-.43**</td>
<td>-.38**</td>
<td>-.38**</td>
<td>-.36**</td>
<td>.92**</td>
<td>.69**</td>
<td>.82**</td>
<td>--</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>9. Learning goal orient.</td>
<td>3.94</td>
<td>.54</td>
<td>.48**</td>
<td>.54**</td>
<td>.41**</td>
<td>.33**</td>
<td>.41**</td>
<td>.30**</td>
<td>.42**</td>
<td>.41**</td>
<td>--</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>10. Proactive Personality</td>
<td>3.80</td>
<td>.46</td>
<td>.24**</td>
<td>.29**</td>
<td>.14</td>
<td>.21</td>
<td>.21</td>
<td>.00</td>
<td>.26**</td>
<td>.32**</td>
<td>.25**</td>
<td>--</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>11. Proactive Parcel 1</td>
<td>3.93</td>
<td>.55</td>
<td>.19</td>
<td>.07</td>
<td>.08</td>
<td>.21</td>
<td>.05</td>
<td>.25**</td>
<td>.26**</td>
<td>.15</td>
<td>.82**</td>
<td>--</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>12. Proactive Parcel 2</td>
<td>3.76</td>
<td>.60</td>
<td>.31**</td>
<td>.36**</td>
<td>.21</td>
<td>.27**</td>
<td>.20</td>
<td>.03</td>
<td>.25**</td>
<td>.32**</td>
<td>.21</td>
<td>.83**</td>
<td>.52**</td>
<td>--</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>13. Proactive Parcel 3</td>
<td>3.73</td>
<td>.51</td>
<td>.16</td>
<td>.18</td>
<td>.08</td>
<td>.17</td>
<td>.14</td>
<td>.02</td>
<td>.23**</td>
<td>.26**</td>
<td>.87**</td>
<td>.58**</td>
<td>.57**</td>
<td>--</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>14. Effort</td>
<td>3.46</td>
<td>.82</td>
<td>.21</td>
<td>.18</td>
<td>.12</td>
<td>.25**</td>
<td>.10</td>
<td>.02</td>
<td>.08</td>
<td>.17</td>
<td>.26**</td>
<td>.41**</td>
<td>.33**</td>
<td>.34**</td>
<td>.36**</td>
<td>--</td>
<td></td>
</tr>
<tr>
<td>15. Performance</td>
<td>15.78</td>
<td>2.25</td>
<td>.04</td>
<td>.07</td>
<td>.07</td>
<td>-.02</td>
<td>-.04</td>
<td>-.03</td>
<td>-.08</td>
<td>-.01</td>
<td>.05</td>
<td>.05</td>
<td>.08</td>
<td>-.02</td>
<td>.06</td>
<td>.12</td>
<td></td>
</tr>
</tbody>
</table>

*p < .05, **p < .01.

Factor Analysis

To assess model fit with the data for the proposed model, we used AMOS 5.0 for structural equation modeling (SEM). Following the procedure outlined by Anderson and Gerbing (1988), we followed the two-step approach of: 1) assessing model fit by conducting confirmatory factor analyses, with the appropriate validity assessment, and 2) applying a path analysis to verify all the paths, including the mediation of learning goal orientation by proactive personality on effort.

Using the guidelines prescribed by Little, Cunningham, Shahar, and Widaman (2002), we chose the multidimensional approach in parcel construction, so that each of the three parcels contained items from both factors to reduce the amount of artificial improvement. Learning goal orientation and effort were not parceled since the original measures consisted of only six and four items, respectively. This strategy reduced the number of manifest variables within the model from 45 to 20, providing a subject-to-parameter ratio of a little more than 5:1, thus staying within the range specified by Bentler and Chou (1987). A single-item indicator for performance was used as an observed variable.
Fitting the Structural Equation Model

Variables

Conscientiousness and neuroticism were independent variables in predicting learning goal orientation as a dependent variable. In addition, proactive personality was a mediator of learning goal orientation as a predictor, with effort as the dependent variable. Effort was the predictor variable for performance.

Fit indices

Following the suggestions of Hu & Bentler (1999), we report several relevant tests of model fit. First, we used the chi-square difference test, which is extremely sensitive to sample size (with greater than 3 as a good fit). Second, we used the comparative fit index (CFI), which compares fit of model with null/independence model, in which all correlations equal zero (the cut-off value is .95 according to Hu and Bentler (1999), and .90 according to Kline (2005). Bagozzi and Edwards (1998) have recommended the CFI as particularly useful for small sample sizes because it, unlike the chi-square statistic, operates independently of sample size. Third, we used the root mean square error of approximation (RMSEA), which is one of the most informative criteria in covariance structure modeling (Byrne, 2001). RMSEA has a cut-off value of .06 for a good fit, according to Hu & Bentler (1999) and .05 for a good fit, according to Kline (2005). Forth, we also used Sörbom’s root mean squared residual (SRMR), which has a cut-off value of .10. Fifth, we used the Tucker-Lewis fit index, which has a cut-off value of .95.

Mediation

We hypothesized partial mediation by proactive personality on the relationship between learning goal orientation as the predictor and effort as the outcome. We tested this hypothesis for partial mediation using the mediational analyses originally defined by Baron & Kenny (1986), as described by Frazier, Barron & Tix (2004). The procedure involved four steps, performed as three regression equations, in establishing that the mediator mediates relationship between predictor and outcome variable. The first step was to show that a significant relationship exists between the predictor and the outcome. In this case, the relationship was significant ($\beta = .241, p = .028$). The second step was to show that the predictor is related to the mediator. Learning goal orientation was related to proactive personality ($\beta = .270, p = .027$). The third step was to show that the mediator is related to the outcome variable. Again, this was the case ($\beta = .46, p = .000$). The final step was to show that the strength of the relationship between predictor and the outcome was significantly reduced when the mediator is added. While only partial mediation had been expected, the results
actually showed full mediation, thus more than supporting hypothesis 5. The relationship between learning goal orientation and effort became non-significant ($\beta = .137, p = .174$).

**Model validation**

Confirmatory factor analysis validated the model. It should be noted that, due to similarities among three items contained within the learning goal orientation scale, their disturbance terms were correlated for model fit. Those three items are: 1) “I enjoy challenging and difficult tasks at work where I’ll learn new skills.” 2) “I am willing to select a challenging work assignment that I can learn a lot from.” And 3) “I often look for opportunities to develop new skills and knowledge.”

In addition, two of the items were strongly dissimilar to one another, and, thus, the disturbance terms for these items were also correlated. These two items were: “I often read materials related to my work to improve my ability” and “I prefer to work in situations that require a high level of ability and talent.”

All hypothesized paths were positive and statistically significant, with the exception of performance, and all indices indicated an acceptable fit: ($\chi^2/df = 1.335, p > .000$, CFI = .955, RMSEA = .056, SRMR = .08, and TLI = .95). We thus concluded that the originally-hypothesized model with full mediation of learning goal orientation’s relationship to effort by proactive personality is the most accurate representation of the data. Path model results are depicted in Figure 2.

**Comparison with other potential models**

As suggested by Bentler and Bonnett (1980), we compared this model to other potential models of the data to assess its superiority. We placed proactive personality into the model as a predictor of learning goal orientation, with learning goal orientation as a predictor of effort. This model seems less supported in the literature, and the model fit degraded ($\chi^2/df = 1.442, p > .000$, CFI = .94, RMSEA = .064, SRMR = .112, and TLI = .93). In addition, we tried direct paths from conscientiousness and neuroticism to proactive personality, both of which were non-significant. We also tried a direct path from learning goal orientation to performance, which was also non-significant. We also considered other variables not included within this study, which also did not yield better results. (Since data was collected on performance avoid goal orientation and performance prove goal orientation, we attempted to include the data into alternative models and tested them for potential results.) In all cases, the models proved to be weaker fits to the data.
The results show support for hypotheses 1 and 2, that conscientiousness and neuroticism are both significant predictors of learning goal orientation ($\beta = .401$, $p = .002$ and $\beta = -.231$, $p = .041$, respectively). In addition, the results show support for hypothesis 3, that learning goal orientation predicts proactive personality ($\beta = .271$, $p = .019$). Hypothesis 4 is also supported, in that proactive personality is a significant predictor of effort ($\beta = .472$, $p = .000$). While hypothesis 5 predicted that proactive personality would partially mediate learning goal orientation, the data actually supports full mediation, as previously stated, which was greater mediation than expected. Finally, hypothesis 6, which stated that effort would predict performance was not supported ($\beta = .271$, $p = .249$).
DISCUSSION

Support was found for hypotheses 1 through 4. For hypothesis 1 and hypothesis 2, Conscientiousness positively, and neuroticism negatively, related to learning goal orientation, just as previous literature supports. For hypothesis 3, a positive relationship was shown for learning goal orientation and proactive personality. Additionally, for hypothesis 4, proactive personality was found to be positively related to effort. Surprisingly, while we predicted partial mediation of learning goal orientation’s relationship with effort for hypothesis 5, we actually found full mediation, perhaps indicating the influence of proactive personality on pursuing learning goals is stronger than has been shown previously in the literature. This may also be because of the nature of the activity in which the participants were involved, since proactivity represents understanding “what is going on,” and trying to measure market indicators and competitor strategies were very important.

Interestingly, however, hypothesis 6 was not supported. Individual effort on the team was not positively related to performance. This has been accredited to a few influencing factors not included within this study, namely previous experience with the computer simulation, comfort with accounting and Excel (since decisions were entered through an accounting formatted spreadsheet), and the general unpredictability of the simulation.

As previously mentioned, this paper serves as both a conceptual basis and a preliminary empirical effort. Based on the support found for this model, the study's practical implications are noteworthy in terms of studying how the personality of individuals relates to effort within teams through the input, process, and outcome model of team performance. From a theoretical perspective, the contribution into greater insight into the process whereby individual-level constructs influence team-level outcomes will be valuable will hopefully add to a growing body of evidence demonstrating that relevant personality traits predict team-related outcomes through collective alignment of goal orientations, and task and social behaviors that could be considered both self-regulated behavior as well as proactive behavior.

This conceptual and empirical study will hopefully improve our understanding of proactive personality in several ways. First, by using it along with Big Five, we demonstrated the value of learning goal orientation as a predictor of proactive personality. In addition, in keeping with the suggestion of Thompson (2005), this theoretical work and the empirical work to follow will the role of proactive personality within a different context, in this case, within a teamwork setting.

While this nascent model is admittedly still rough in design and in need of much development, (in many ways due to limited published research and a total lack of published research – to my knowledge – directly relating all the constructs), the greatest current contribution rests in thinking about these constructs in a new, interrelated way, so that the theory can be tested in the near future. We should note, that while we attempted a thorough literature review in building the theoretical model, and tried to include as much as possible, the findings of our research are incomplete because of the potential for other moderating and mediating variables in the relationship.
between the variables already included. It is more reasonable to start with this smaller model, more parsimonious model and to expand and refine it as other relationships are empirically tested. For instance, cognitive ability is a variable that could be included in attempting to move beyond this preliminary developmental stage. Also, many other team-level constructs relating to social and task functions should be examined, as well as many other self-regulated and proactive behaviors. Thus, future research should investigate this possibility of other potential moderating variables in the relationships supported in this model.

Limitations

Although the pattern of results obtained provides general support for the proposed theoretical framework, a few potential limitations of this study should be noted. Aside from performance data, we used self-report data which has many shortcomings (Podsakoff & Organ, 1986). A related methodological issue exists with goal orientation’s domain specificity. Assessment at the global level of learning goal orientation without any reference to context, such as specifically academics or work, provides mixed results since achievement motivation may vary from one domain (area of one’s life) to another (Koestner & McClelland, 1990). Individuals may even have domain-specific personality patterns (Dweck, 1986). Thus, it is possible for a person to have a performance orientation in one domain and a learning orientation in another domain. Often only modest or statistically nonsignificant relationships appear in respect to learning and performance goal orientations when assessed at the global level. Future research should examine goal orientation at a more domain-specific level within team research.

Ideally, a longitudinal design would have better tested the hypotheses. While the results are consistent with my model, the cross-sectional design cannot rule out alternative sequences, plus no study can ever preclude the possibility of unmeasured variables creating spurious relationships. However, these issues are being corrected through additional data collection already in the works with the same sample to achieve longitudinal data, as well as effort to increase sample size in order to boost statistical power. This will allow us in the future to use structural equation modeling to test our data. Thus, sample size and cross-sectional design are only temporary issues.

Generalizability is always an important issue; therefore, the composition of the sample is a limitation since our sample consisted of students, and, therefore, the characteristics manifested in the groups within our study are developed through experience within an academic setting and not through experiences common to a work environment. Related to being a student sample is that the teams included in our study were created expressly for the purpose of task completion. It may be that teams created for other purposes could show different relationships, particularly when there are different performance tasks as the dependent variable of interest. In addition, these teams had only existed for a few months when we collected the data. Therefore, results may be very different within long-term, ongoing teams, given the theory of locus of attention.
Although it is impossible to determine what effect this team assignment, plus self-selection on signing up for this professor’s course, had on the representativeness of the sample, we feel this procedure resulted in a representative sample, since the professor attempted to create teams that were balanced and equal to one another in terms of the variety of majors on each team. Despite the issues of generalizability, the teams within the sample were stable in terms of membership, and all participants reported that they met in person at least once each week and that they all interacted with one another frequently. Therefore, despite its limitations, it is important to recognize that this study does provide initial supporting evidence for my hypotheses. Clearly, additional research with other designs is needed to disentangle these relationships and extend the findings to different samples.
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ABSTRACT

This study examines individual biases in the attributions made for a generalized performance related event, and relates those attributional differences, along with job satisfaction, to the individual’s turnover intentions. Initial results show that job satisfaction mediates between causality attributions, stability attributions, and turnover intentions. Both theoretical and practical implications are discussed.

INTRODUCTION

“Voluntary turnover” has been one of the most salient topics in management research for at least the last half century (March & Simon, 1958, Hom & Kinicki, 2001). Every year, companies spend significant sums of money replacing employees who voluntarily separate from their organizations. The costs associated with voluntary employee turnover include disruptions of work, loss of knowledge, skills, and organizational memory (Griffeth & Hom, 2001). A key goal for many organizations is to effectively manage voluntary turnover of employees that is caused by dissatisfaction with their jobs or employers. Extant research recognizes that attitudes and intentions explain around 5% and 15% of the turnover variance respectively (Griffeth, Hom, & Gaertner, 2000, Hom & Griffeth, 1995). Since one of the key determinants of turnover is the intention to turnover, a key question becomes “what causes an employee to decide that they want to leave?” The study that follows proposes that a key factor in this process is the style of attributions used by employees to explain their performance successes and failures. To be sure, we test a model which postulates that employees quit their jobs based on attributions they make regarding their performance.

ATRIBUTION THEORY

Attribution theory has its roots in Heider’s (1958) description of the "naive psychologist" who attempts to find causal explanations for events and human behaviors. Several models have been developed from this idea, which attempt to explain the process by which these attributions are made both in the case of self attribution (e.g. Weiner, 1974; Abramson, Seligman & Teasdale, 1978) and
social attributions or attributions made regarding the behaviors and outcomes of others (e.g. Kelley, 1973, Thomson and Martinko, 2004).

Weiner (1974), in his development of the achievement motivation model of attributions, classified causal attributions across two dimensions; the locus of causality, and the stability of the cause. The first, locus of causality, originally proposed by Rotter (1966), is the degree to which the attributed cause is internal to the person, or part of the external environment. Internal attributions might include factors such as low intelligence, or lack of attention. External attributions could include weather conditions, or task difficulty. A second dimension, stability, refers to the degree to which the cause remains constant over time. The example of low intelligence would be stable, where the example of lack of attentiveness, would be unstable. Weiner (1979) and Zuckerman and Feldman (1984) added the dimension of controllability to the achievement motivation model. This dimension focused on whether the cause of an event or behavior is controllable or uncontrollable.

McAuley, Duncan and Russell (1992) expanded the concept of controllability by proposing dual dimensions of personal and external control. For personal control, the attributor indicates that he or she either can or cannot personally control the outcome of the event. The external control dimension measures the degree to which the attributor sees the situation as being controllable by anyone else, such as a supervisor or co-worker. As Vielva and Iraurgi, (2002) point out, a response indicating external control, is different than a response indicating uncontrollability. This paper proposes that type of attribution made by an employee across these dimensions is likely to impact an employee’s satisfaction with their job, as well as the likelihood that they will decide that they want to leave their position.

**JOB SATISFACTION**

Job satisfaction is the most studied variable in organizations. Job satisfaction has been defined as a pleasurable emotional state the results from the appraisal of one’s job (Locke, 1976). In other words, job satisfaction describes an affective reaction to one’s job as well as attitudes toward the job. This in turn suggests that job satisfaction is formed from affect, cognition, and ultimately will result in satisfaction contingent job-related behaviors. Some of the most commonly studied outcomes of job satisfaction are organizational citizenship behaviors, absenteeism and turnover (Organ & Ryan, 1995; Wegge, Schmidt, Parkes, & van Dick, 2007; Saari & Judge, 2004). Job satisfaction is the central variable in among the central theoretical and empirical contributions in employee turnover.

**TURNOVER INTENTIONS**

Voluntary turnover refers to an employee voluntarily leaving and organization. Early approaches such as March and Simon’s (1958) contributions and inducements model have identified
that job satisfaction determines the perceived desirability of movement, which ultimately determines whether an individual quits the job or not. In March and Simon’s model job satisfaction is driven by the match between the job and the self-image, the match between the job and other roles, as well as the predictability of future relationships inside the organization. Additionally, based on the aforementioned dissatisfaction, quitting is contingent on an evaluation of the expected utility of the perceived alternatives.

Furthermore, Mobley (1977) suggested that job satisfaction follows and evaluation of one’s existing job, which then triggers a sequences of cognitive and behavioral process leading to the quit/stay decision. It is however, essential to note that Mobley anchors his theory on the experience of job satisfaction-dissatisfaction.

Recent theorizing has included the role of job performance into the employee withdrawal process. Allen and Griffeth (2001) hypothesized and found evidence for the moderating effect of the ease of visibility on the relationship between performance and perceived ease of movement. They also found that rewards moderate the relationship between performance and the desirability of movement. It is important to note that not all voluntary turnover is bad. In fact, it would be desirable to most organizations for weak performers to quit.

Collectively, this leads us to ask whether the quit decision of employees is contingent on their implicit theories about the causes of their performance. In other words, we ask if the attributions employees make regarding their performance determined their levels of job satisfaction and ultimately their intentions to quit or remain with their respective organizations. In the following section we present specific research hypotheses grounded in attribution theory and based on a rich body of knowledge on voluntary turnover.

**HYPOTHESES**

Past studies have looked at the role of attributions in job satisfaction (McCormick, 1997, Norris and Niebuhr, 1984). Of specific relevance to this study, Norris and Niebuhr (1984) found that individuals who tended to attribute their performance to internal causes also had higher job satisfaction. Based on their findings, we hypothesize the following:

*H1:* Locus of causality will be related to job satisfaction with internal attributions leading to higher job satisfaction and external attributions leading to lower job satisfaction.

Additionally, there are numerous studies examining the role of job satisfaction on turnover intentions. Tett and Meyer (2006) provide a meta-analytical examination of past findings in this area and conclude that job satisfaction is very strongly related to turnover intentions, having a greater
effect than organizational commitment. Therefore, based on their meta-analytical examination of 155 studies in the area we hypothesize:

\[ H2: \text{Job Satisfaction will be negatively related to turnover intentions.} \]

A recent study by Harvey, Harris and Martinko (2008) examined the role of attributions as predictors of job satisfaction, stress and turnover intentions. This was one of the first studies to examine the roles of these variables simultaneously, and specifically to include attributions. While their focus was specifically on hostile attributions, the findings relate to our study as well. They found a relationship between hostile attribution styles and turnover intentions. Hostile attribution style is explained as “blaming others when things go wrong in their lives.” (Harvey, Harris and Martinko 2008) This relates to the CDSII dimensions as follows: Blaming others is external LOC, but also high external control and low personal control. Hostile attributions generally also indicate a bias toward high stability, as the “offender” is likely not to change. Based on their finding of a relationship between attributions and turnover intentions, we hypothesize:

\[ H3: \text{External LOC will be related to higher turnover intention} \]

\[ H4: \text{High stability will be related to turnover intentions} \]

\[ H5: \text{High external control will be related to higher turnover intention} \]

\[ H6: \text{Low internal control will be related to higher turnover intention.} \]

**METHOD AND SAMPLE**

Participants were 363 students at a regional state university located in the southeastern United States. The sample consisted of graduate and undergraduate students at the university’s college of business. We distributed a survey instrument together with a cover letter and consent form. We asked the participants to read the cover letter and sign the consent form, provided they chose to participate. The cover letter explained the study and reiterated the fact that participation was voluntary. We explained that incentives were (or were not) provided at the discretion of the respective course instructor. The participants were also informed that they could discontinue the survey at any time without penalty or loss of reward that they were otherwise entitled to receive. We instructed the participants that they were to treat these questions as they relate to the jobs the currently hold, a job they have held in the past in case they currently did not work, or if they have never worked to treat being a student as their current job. The survey contained the measurement
scales as well as questions on demographics of the participants. The participants took the survey
during their respective class periods. 99% of the participants returned a usable survey.

About fifty-one percent (51.2%) of the participants were female, 47.1% were male; 1.7% did not respond to this question. The average age was between 23 and 25 years of age with 9.9% of the sample age 35 or older. 56.5% were white (non-Hispanic), 30% African-American, 4.7% Hispanic, 3.6% Asian, .6% Native American, and 2.2% specified as “other”, 43.3% responded that they had high school diplomas, 11.8% indicated they had associate degrees, 38.9% stated they held a bachelors degree, and 3.9% stated that they had master’s degrees. .3% suggested they had doctorates. The average work experience of this sample was 6 years and 5 months. 92.4% of the respondents had at least one year of work experience, 83.6% reported work experience of at least 2 years, 46.4% reported 5 years or more, and 14.8% expressed that they had worked for at least 10 years. We believe that this demographic composition of the sample makes a strong argument for the generalizability of the sample to an average “working” population. The average participant also maintained a 2.9 GPA.

MEASURES

Attributions

For the measurement of performance attributions, we used the Causal Dimension Scale II (CDS II), developed by McAuley, Duncan and Russell (1992). The CDS II consists of a 12 questions, which make up 4 scales, with three items per scale, which evaluated the attributional dimensions of (1) locus of causality, (2) external control, (3) stability, and (4) personal control. Reliabilities using the CDS II are generally reported to be high (McAuley, Duncan and Russell, 1992). The reliabilities of the scales in our sample are as follows: Locus of causality $\alpha = .74$, external control $\alpha = .7$, stability $\alpha = .6$, and personal control $\alpha = .83$

Job satisfaction

Job satisfaction was measured with 3 items from Hoppock (1935). Respondents rated the items on a 5-point Likert-type response scale (1 = “Strongly disagree”; 5 = “Strongly agree”). A sample item is, “All in all, I am satisfied with my job.” This scale produced a coefficient alpha of .89.
Turnover intentions

Turnover intentions were measured with three items adapted from the scale developed by Hom and Griffeth (1991). The items were rated on a 5-point Likert-type scale ranging (1 = “Definitely not”; 5 = “Definitely yes”). The scale produced a coefficient alpha of .92.

ANALYSIS

We conducted a series of regression analyses to examine the relationships between attribution styles, job satisfaction, and turnover intentions using SPSS. Means, standard deviations, reliabilities, and correlations are reported in Table 1.

<p>| Table 1: Means, Standard Deviations, Reliabilities, and Correlations among all Variables |
|---------------------------------------------|--------|--------|------|------|------|------|------|</p>
<table>
<thead>
<tr>
<th></th>
<th>Mean</th>
<th>SD</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
</tr>
</thead>
<tbody>
<tr>
<td>Locus of Causality</td>
<td>6.3</td>
<td>1.46</td>
<td>(0.74)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>External Control</td>
<td>5.1</td>
<td>1.53</td>
<td>-.10</td>
<td></td>
<td></td>
<td></td>
<td>(0.70)</td>
<td></td>
</tr>
<tr>
<td>Stability</td>
<td>5.3</td>
<td>1.49</td>
<td>.44**</td>
<td>.17**</td>
<td></td>
<td></td>
<td>(0.62)</td>
<td></td>
</tr>
<tr>
<td>Personal Control</td>
<td>2.4</td>
<td>1.46</td>
<td>.68**</td>
<td>-.26**</td>
<td>.35**</td>
<td></td>
<td>(0.83)</td>
<td></td>
</tr>
<tr>
<td>Job Satisfaction</td>
<td>3.8</td>
<td>0.48</td>
<td>.18**</td>
<td>-.13*</td>
<td>.07</td>
<td>.17**</td>
<td>(0.89)</td>
<td></td>
</tr>
<tr>
<td>Turnover Intention</td>
<td>3.1</td>
<td>0.89</td>
<td>-.14**</td>
<td>.01</td>
<td>-.18**</td>
<td>-.1</td>
<td>-.58**</td>
<td>(0.92)</td>
</tr>
</tbody>
</table>

Note: Reliabilities (Cronbach's Alphas) are given in parentheses.
**Correlation is significant at the .01 level.
*Correlation is significant at the .05 Level.

The initial results show that, as hypothesized in H1, based on the findings of Norris and Niebuhr (1984) locus of causality is significantly related to job satisfaction at p=.01. The standardized path coefficient for the relationship between locus of causality and job satisfaction was estimated to be β=.20. The remaining dimensions, external control, personal control, and stability were not statistically significant with respect to job satisfaction. However, external control could be described as marginally significant at p=.08 with a standardized path coefficient of β=-.10.

Further, we tested whether the attribution dimensions and job satisfaction were significantly related to turnover intentions. Supporting H3 and H4, the attribution dimensions locus of causality and stability were statistically significant at p=.05 and p=.02 respectively. External control and personal control failed to meet the significance threshold. The standardized coefficients were -.15 for locus of causality and -.14 for stability. This provides some preliminary evidence to the relationship between attributions and turnover intentions.
However, as indicated by H2, we were also interested to determine whether job satisfaction mediated between attributions and turnover intentions. Therefore, we included job satisfaction in the regression analyses and found that locus of stability was no longer statistically significantly related with turnover intentions. This led us to believe that the relationship between locus of causality attributions and turnover intentions is fully mediated by job satisfaction. This result was confirmed with a Sobel-test indicating a one-tailed probability of p < .01. Further, the results of a Sobel test indicated that the relationship between stability attributions and turnover intentions was partially mediated by job satisfaction indicated by the one-tailed probability of p = .01.

H5 and H6 were not supported. There was no significant relationship found between either internal control or external control and turnover intentions.

<table>
<thead>
<tr>
<th>Table 2: Regression results:</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Regression results with Job Satisfaction as Dependent Variable</strong></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td>Locus of Causality</td>
</tr>
<tr>
<td>External Control</td>
</tr>
<tr>
<td>Stability</td>
</tr>
<tr>
<td>Personal Control</td>
</tr>
<tr>
<td>*Standardized path coefficient</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th><strong>Regression results with Turnover Intention as Dependent Variable</strong></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
</tr>
<tr>
<td>Locus of Causality</td>
</tr>
<tr>
<td>External Control</td>
</tr>
<tr>
<td>Stability</td>
</tr>
<tr>
<td>Personal Control</td>
</tr>
<tr>
<td>*Standardized path coefficient</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th><strong>Regression Results including Job Satisfaction as Mediator</strong></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
</tr>
<tr>
<td>Locus of Causality</td>
</tr>
<tr>
<td>External Control</td>
</tr>
<tr>
<td>Stability</td>
</tr>
<tr>
<td>Personal Control</td>
</tr>
<tr>
<td>Job Satisfaction</td>
</tr>
<tr>
<td>*Standardized path coefficient</td>
</tr>
</tbody>
</table>
DISCUSSION

While past studies have clearly delineated the relationship between job satisfaction and turnover intentions (Tett and Meyer, 2006), very few have looked at attribution styles, and job satisfaction simultaneously as predictors of turnover intentions (Harvey, Harris and Martinko, 2008). This study builds on their findings, which tied hostile attributions to job satisfaction and turnover intentions by looking at more general patterns of attribution styles and relating them to job satisfaction and turnover intentions.

Not surprisingly, we found that job satisfaction was a strong predictor of turnover intentions. We also found that attributional tendencies or styles are a significant influence on job satisfaction. It was interesting to find that while the tendency toward stability attributions had a direct positive effect on turnover intentions, even when job satisfaction was included in the model, the impact of locus of causality attributions appears to be fully mediated through the variable of job satisfaction.

The failure to find the relationships predicted in H5 and H6 suggest an interesting interpretation of these findings. If neither high internal control nor high external control influenced turnover intention, then the remaining conclusion is that uncontrollable causes for performance related failures increase the intent to turnover. In other words, having your performance related outcomes depend on chance, luck or the whim of weather are more likely to cause you to want to leave your job than having your outcomes based on another person such as a supervisor.

This finding poses an interesting contrast to the findings of Harvey, Harris and Martinko, (2008). While hostile attributions would typically imply blaming the supervisor or other co-worker, these findings suggest that voluntary turnover is more likely to be caused by feelings of uncontrollability than feelings that another person controls the outcome.
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THE JOINT EFFECT OF PERFORMANCE EVALUATION WINDOWS AND PROJECT RISK ON CONTINUOUS IMPROVEMENT INITIATIVES: EVIDENCE FROM THE BALANCED SCORECARD
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ABSTRACT

This paper reports the results of an experiment that tests hypotheses suggesting that people’s willingness to undertake risky projects is affected by the performance evaluation window and the level of project risk. The independent variables, project risk (30 percent chance of succeeding or 70 percent chance of succeeding) and evaluation window (one or three year balanced scorecard) are manipulated between subjects. The independent variable is participants’ willingness to accept a continuous improvement project that reduces current year profitability, but has the potential to increase future firm profitability. Results suggest that participants’ willingness to accept a project is jointly affected by project risk and evaluation window. Specifically, while participants are more willing to undertake the higher risk project when they are evaluated over a three year window as opposed to a one year window, they are equally likely to accept the less risky project across evaluation windows. Hence, in certain situations, longer evaluation windows might be effective in encouraging employees to focus on long-term rather than short-term profitability.

INTRODUCTION

This paper reports the result of an experiment that tests whether people’s willingness to undertake risky projects is affected by the performance evaluation window and the level of project risk. Managers constantly are faced with tradeoffs between current and future performance. Through the impact on cash flows, their decisions directly affect firm value (Chang et al., 2002; Merchant, 1997). To align management behavior with corporate strategy, the balanced scorecard is widely used by companies in the US and abroad (Kaplan and Norton, 1992, 1996; Silk, 1998). Its emphasis on long term goals and incorporation of leading (nonfinancial) and lagging (financial) indicators could eliminate myopic management behavior (Kaplan and Norton 1992, p. 34).1,2

The effectiveness of the balanced scorecard depends upon the extent to which it improves management decisions (Lipe and Salterio, 2000). If the balanced scorecard is effective in communicating the firm’s strategy and promoting actions consistent with it, decision makers will take actions (e.g., resource allocation decisions) in accordance with the firm’s goals (Malina and
Selto, 2001). Prior balanced scorecard academic research has focused mainly on assessing the effectiveness of the balanced scorecard for evaluations (e.g., Roberts et al., 2004; Ittner et al., 2003; Lipe and Salterio, 2002), while practitioner research has focused on balanced scorecard implementation (e.g., Brewer et al., 2005; Kaplan and Norton, 1996).

A recent survey of executives suggests that 80 percent of managers would be willing to reduce their discretionary expenditures (e.g., R&D, advertising, and maintenance) to meet earnings targets (WSJ, April 2004). This result is consistent with prior research, both experimental and archival, suggesting that managers, under certain conditions, exhibit myopic behavior. That is, under certain conditions, they choose actions that improve short-term profitability at the expense of long-term profitability (e.g., Bhojraj and Libby, 2005; Libby et al., 2004; Guidry et al., 1999; Bushee, 1998; Gayer et al., 1995; and Hoithausen et al., 1995).

Myopic behavior often occurs when managers have a different time horizon than the firm (Dikolli 2001). Consequently, managers could take actions to achieve their own short-term goals (e.g., increase and/or earn a bonus) rather than the firm’s long-term goals. Dikolli (2001) argues that contracting at least partially on forward-looking measures, such as customer and employee satisfaction (which often are leading indicators of financial performance), can mitigate managers’ tendency to place excessive focus on short-term financial performance. Accordingly, performance evaluations increasingly use nonfinancial measures linked to long-term financial goals (e.g., Said et al., 2003; Banker et al., 2000; Ittner et al., 1998).

By including nonfinancial measures, the balanced scorecard potentially is effective in reducing the weight managers put on short-term financial measures. Two other actions that potentially can reduce the often excessive emphasis placed on short term earnings are setting reasonable targets and increasing the measurement horizon (Merchant, 1997: p. 468). Consequently, an increasing number of companies have started using long-term incentive plans, rewarding managers for meeting three year to six year performance targets (Merchant, 1997). This paper provides evidence related to this issue by keeping the target constant, while basing performance evaluations on multiple years’ balanced scorecard evaluation windows, i.e., increasing the horizon.

This paper contributes to the balanced scorecard literature in two ways. First, it considers the impact of the balanced scorecard on management’s resource allocation decisions, rather than on subordinate performance assessment decisions. Secondly, it considers an alternative evaluation window (three year rolling) for performance evaluation. The common balanced scorecard has a one year window, meaning that managers’ performance is evaluated based on the current year only.

The multiple-years evaluation window proposed in this study potentially combines the advantages of the long and short window. One possible advantage of the long window is that reducing the weight placed on current performance could encourage managers to take forward-looking actions. The short window is important because individuals respond well to specific, short-range targets and prompt feedback (Merchant 1997). Thus, while the balanced scorecard reduces the weight placed on operating income (by including non-financial measures), the multiple years
evaluation window goes even further by reducing the weight that is placed solely on current year performance. Hypothesized is that, because of the reduced weight placed on current operating income, balanced scorecards based on longer evaluation windows increase the likelihood that managers accept projects that reduce current year earnings, but potentially increase future earnings.

Prior psychology research reports a positive association between willingness to accept delayed gratification and the likelihood of the expected payoff (e.g., Zettler, 1975; Mahrer, 1956). Using this logic, when the likelihood of positive future cash flows increases, managers are more likely to approve projects that provide them with future benefits. Consistent with this research, it is expected that managers will be more likely to approve low risk projects (than high risk projects) with potential future payoffs (Chang et al., 2002). Lower risk and longer evaluation windows both increase the likelihood that managers will approve risky projects, while higher risk and longer evaluation windows work in opposite directions. Consequently, I hypothesize that longer evaluation windows will cause a larger increase in managers’ willingness to undertake high risk projects than low risk projects.

To test the hypotheses, a 2x2 between subjects experiment is designed and conducted. The independent variables are project risk (30 percent or 70 percent probability that the project is successful) and evaluation window (one year or three year balanced scorecard). The independent variable is the likelihood that the participants would approve a new continuous improvement project. The participants are 74 upper division business students. Consistent with the first hypothesis, participants are more likely to accept the project when evaluated with the three year balanced scorecard than when evaluated with the one year balanced scorecard. For the second hypothesis, while participants are equally likely to accept the low risk project regardless of the evaluation window, they are more likely to accept the high risk project with the three year than the one year balanced scorecard. Consequently, the results suggest that resource allocation decisions are jointly affected by project risk and evaluation window.

The findings in this study have implications for the design of performance evaluation systems; in certain situations, using longer evaluation windows might be an effective means to encourage employees to focus on long-term rather than short-term profitability and to undertake risky projects that decrease current financial performance but potentially have positive future payoffs.

The remainder of the paper is organized as follows. Section 2 discusses the background, theory, and hypotheses. Section 3 describes the experiment and Section 4 presents its results. Section 5 discusses the results and implications of the study and suggests directions for future research.

**HYPOTHESIS DEVELOPMENT**

Prior balanced scorecard research (e.g. Roberts et al., 2004; Lipe and Salterio, 2000) suggests evaluators subjectively place weights on the various performance measures when evaluating
performance, which often reduces the effectiveness of the balanced scorecard (Ittner et al., 2003). For example, when managers evaluate performance of two subordinates, they place excessive weight on common measures and insufficient weight on unique measures (e.g., Roberts et al., 2004; Lipe and Salterio, 2002). The subjectivity of the weights can be mitigated by placing explicit weights on the various measures (Roberts et al., 2004; Ittner et al., 2003).

Placing weights on the various measures in the balanced scorecard is consistent with psychology literature suggesting that an additive model describes decision makers’ actions when they combine various information cues or attributes into a composite measure (e.g., Einhorn and Hogarth, 1975; Slovic and MacPhillamy, 1974; Slovic and Liechtenstein, 1971). The weight a component measure receives depends upon its perceived importance to the composite measure (Einhorn and Hogarth, 1975). In the balanced scorecard, operating profit is one of many measures. Its perceived importance will determine the weight it receives in the overall performance assessment. Financial measures are reported first and are the basis of most bonuses (Ittner et al., 1997). Arguably, these practices cause financial measures to be perceived as the most important measures. Therefore, balanced scorecard users likely assign large weights to financial measures.

Because of the multiple measures included in the balanced scorecard, performance on one measure can be offset by performance on another measure. Similarly, when the evaluation includes multiple years, each year’s measures will receive weights. Therefore, the advantages of the three year balanced scorecard proposed in this study are that fluctuations in one period can be offset by performance in other periods, and that weights placed on current performance can be somewhat offset by other years’ performance.

The smaller weight placed on current year operating income in the three year window relative to the one year window reduces its importance in performance evaluations. Because I predict that the current operating income measure will receive less weight when basing evaluations on three year windows, the likelihood that managers will accept projects that negatively affect current year performance, but have the potential to positively affect future performance will be higher than when a one year window is used. I therefore hypothesize that longer evaluation windows increase the likelihood that managers approve projects that decrease current operating performance but have the potential to increase long-term profitability. The following hypothesis results:

**H1:** Managers are more likely to take actions that decrease current profitability measures (but have the potential to increase long-term profitability when they are evaluated with a three-year balanced scorecard than when they are evaluated with a one-year balanced scorecard.
In resource allocation decisions, managers consider project-related factors such as risk and future cash flows (Chang et al., 2002). Psychology research (e.g., Mahrer, 1956; Zettler, 1975) investigates contexts in which participants make decisions that decrease the likelihood of a reward in the current period while increasing the likelihood of a reward in future periods (i.e., delayed gratification). Psychology research suggests that, when the project has a higher probability of succeeding, people are more willing to delay gratification (i.e. delay a reward) as the likelihood of receiving the future reward increases.

In this study’s context, managers would be more likely to approve projects that reduce current performance but provide potential future benefits when the project has a high likelihood of succeeding. In other words, when managers evaluate risky projects, they are more likely to approve projects that reduce the likelihood of current benefits (i.e., fail to receive a bonus because current targets are not met) but potentially provide future benefits when the project is less risky. Because managers place weights on the various performance measures in their performance assessments (e.g., Roberts et al., 2004; Lipe and Salterio, 2000), when evaluated over multiple years, weights are placed on each measure in each year. Consequently, the weight placed on current financial performance when evaluated over three years will be smaller than the weight placed on current financial performance when evaluated over one year.

Lower risk and longer evaluation windows both increase the likelihood that managers approve risky projects and their effects therefore are similar. Thus, longer evaluation windows will result in a small increase in the likelihood that managers approve low risk projects. In contrast, the effect of the longer evaluation window will mitigate management’s aversion to high risk projects.
The longer window reduces the weight placed on current operating performance and thus reduces the negative effect of accepting the project on overall performance. Consequently, longer evaluation windows will result in a relatively large increase in the likelihood that managers accept high risk projects. That is, longer evaluation windows will have a larger impact on managers’ willingness to accept projects for high risk than for low risk projects. Specifically, I hypothesize that longer evaluation windows will increase the likelihood that managers will approve risky projects, but that the impact of the longer window is smaller for the low risk project (see figure 1). The following hypothesis results:

\[ H2: \text{The positive impact of a longer evaluation window on the likelihood that managers approve risky projects will be larger for high risk projects than for low risk projects.} \]

**METHOD**

To test the hypotheses, I designed and conducted a 2x2 between subjects experiment. The manipulated variables are the reporting window (one-year balanced scorecard vs. three-year balanced scorecard) and the probability that the project is successful (30% chance of succeeding vs. 70% chance of succeeding). Consequently, there are four versions of the research case.

**Participants**

Participants are 77 upper-division undergraduate students and 36 graduate students from two universities in the eastern United States. The students, recruited in two accounting classes for non-majors and three MBA classes, received extra credit for participating. Three participants did not complete all the questions. Consequently, these observations are removed from the sample, resulting in a final sample of 110 participants. The average age of the participants is 23.9 years (standard deviation 1.83). The participants have an average of 2.7 years (standard deviation 1.71) of full-time and 3.8 years (standard deviation 2.38) of part time work experience. Approximately 35 percent of the sample is female. The majority of the students are Finance (53 percent), MBA students (33 percent) and Operations Management (10 percent) majors. There are no significant differences between the number of females, age, work experience, major, and self reported risk preferences among the four conditions (\(p > 0.20\)).

Pearson (above the diagonal) and Spearman (below diagonal) pairwise correlations among the dependent variable, demographic variables, and control variables assignment; two students chose to complete the alternative assignment are reported in Table 1. As expected, there is a significant correlation between age and work experience.
### Table 1: Correlation Matrix\(^1\)

<table>
<thead>
<tr>
<th></th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 Likelihood(^2)</td>
<td></td>
<td>-0.04(0.74)</td>
<td>-0.05(0.70)</td>
<td>-0.06(0.59)</td>
<td>-0.07(0.57)</td>
<td>0.01(0.96)</td>
<td>0.09(0.46)</td>
<td>0.31(0.01)</td>
</tr>
<tr>
<td>2 Gender</td>
<td>-0.05(0.65)</td>
<td></td>
<td>0.20(0.09)</td>
<td>0.27(0.02)</td>
<td>0.07(0.53)</td>
<td>0.11(0.37)</td>
<td>0.07(0.57)</td>
<td>-0.14(0.23)</td>
</tr>
<tr>
<td>3 Age</td>
<td>-0.08(0.52)</td>
<td>0.23(0.50)</td>
<td></td>
<td>0.65(0.01)</td>
<td>-0.24(0.04)</td>
<td>0.03(0.80)</td>
<td>-0.05(0.71)</td>
<td>-0.01(0.92)</td>
</tr>
<tr>
<td>4 FT Work Experience</td>
<td>-0.13(0.28)</td>
<td>0.27(0.02)</td>
<td>0.30(0.01)</td>
<td></td>
<td>-0.18(0.13)</td>
<td>-0.10(0.38)</td>
<td>0.00(0.98)</td>
<td>-0.08(0.49)</td>
</tr>
<tr>
<td>5 PT Work Experience</td>
<td>-0.04(0.73)</td>
<td>0.08(0.50)</td>
<td>-0.17(0.14)</td>
<td>-0.18(0.13)</td>
<td></td>
<td>-0.10(0.42)</td>
<td>-0.12(0.31)</td>
<td>-0.06(0.61)</td>
</tr>
<tr>
<td>6 Major(^3)</td>
<td>0.05(0.66)</td>
<td>0.11(0.37)</td>
<td>-0.09(0.44)</td>
<td>-0.12(0.33)</td>
<td>-0.09(0.43)</td>
<td></td>
<td>-0.22(0.06)</td>
<td>0.10(0.42)</td>
</tr>
<tr>
<td>7 Effect on Performance(^4)</td>
<td>0.11(0.34)</td>
<td>0.06(0.59)</td>
<td>-0.01(0.94)</td>
<td>0.07(0.57)</td>
<td>-0.12(0.31)</td>
<td>-0.22(0.06)</td>
<td></td>
<td>0.13(0.26)</td>
</tr>
<tr>
<td>8 Operating Performance(^5)</td>
<td>0.33(0.01)</td>
<td>-0.20(0.09)</td>
<td>0.01(0.93)</td>
<td>-0.18(0.14)</td>
<td>-0.04(0.72)</td>
<td>0.05(0.69)</td>
<td>0.14(0.22)</td>
<td></td>
</tr>
</tbody>
</table>

\(^1\) Upper right corner are parametric Pearson correlations (significance) and lower left corner are non-parametric Spearman correlations (significance). Correlations significant at the 0.05 level are reported in bold.

\(^2\) Likelihood is the likelihood that participants would approve a new continuous improvement project. The end points of the scale are labeled “not at all likely” and 10 labeled “very likely”

\(^3\) Major is coded 1 for finance majors and 0 for others.

\(^4\) Item 7 is the reported importance of the effect of the project on current performance on the decision whether to approve the project.

\(^5\) Item 8 is the reported perception of the firm’s operating performance.

### Case Materials and Procedures

Each participant evaluated a case that describes a hypothetical company’s overall business environment and their role in the organization; and then asks a series of questions. The scenario included one of two forms of a balanced scorecard, one of the independent variables. In the one-year window condition, the balanced scorecard shows the department’s current year performance against target. The one-year window is consistent with current practice and prior academic research (e.g., Roberts et al., 2004; Malina and Selto, 2001; Lipe and Salterio, 2000). The participants in the three-year condition received a balanced scorecard showing the department’s performance in the past two years as well as the department’s current year performance against target. They were informed that each year is weighted equally in the performance evaluation. While arguably the last year is more
important and therefore should receive more weight, alternative weighting will affect the magnitude but not the direction of the effect.

Research in psychology suggests that people are unable to process more than seven to nine items simultaneously (Baddeley, 1994; Miller, 1956). To minimize the effect of information overload, while still maintaining the advantages of the balanced scorecard, only seven performance measures across four categories were provided. The seven performance measures chosen are commonly used in balanced scorecards (e.g., Kaplan and Norton 1998, 1996 and 1992). Some of the measures are, or potentially will be, affected by the decision regarding the new project (e.g., new product ROI and market share). For the other performance measures, there is not a direct link between the decision and performance on the measures in current or future years (e.g., training hours and employee suggestions).

The participants were then informed about a new continuous improvement project that could improve the department’s future performance. They were told that if they approve the project, then it is not likely that financial targets for the current year will be met. The outlay of the project, $23,000, is approximately five percent of the department’s annual operating income. The participants were informed about management’s preferences for the success rate of the portfolio of continuous improvement projects (50 percent) and the projected chance of success of the specific project. The projected chance of success, the second independent variable was manipulated between subjects. Participants are assigned to the 30 percent or 70 percent chance of success condition. The case indicated that the Internal Rate of Return (IRR) for the project (16 percent) was higher than management’s minimum IRR requirement (12 percent) for projects of this kind. Except for the information directly related to the two independent variables, the design of the experiment held constant all information provided.

After reading the case, the participants were asked to indicate how likely they are to approve the continuous improvement project, as well as various other questions about their decision, the likelihood that participants will approve the new continuous improvement project is the dependent variable. Participants indicated the likelihood that they will approve the project on a ten point scale with 1 labeled “not at all likely” and 10 labeled “very likely” (See the exact wording of the question in the appendix). To control for potential differences among treatment groups, the case included questions to measure participants’ perception of current financial performance, the importance of financial measures compared to non financial measures, the perceived negative impact of the project on current period performance, and participants’ risk preference.

The participants indicated whether the case was easy to understand. The mean response (mean = 6.99, standard deviation = 1.64 on a 10 point scale with 1 labeled “strongly disagree” and 10 “strongly agree”) is significantly greater than the scale midpoint (t = 7.78, p < 0.01), indicating that the participants agree that the case materials were easy to understand.
RESULTS

Preliminary Analysis and Checks

In the case, balanced scorecard evaluation window and project risk were manipulated. Manipulation check questions at the end of the instrument are included to ensure that the manipulations were viewed as intended. Participants’ perceived a higher likelihood of success for the low risk project than the high risk project (mean = 7.71, standard deviation = 1.01 and mean = 5.23, standard deviation = 1.58 for the low and high risk projects, respectively, on a 10 point scale with 1 labeled “not at all likely” and 10 “very likely” t = 8.056, p < 0.01). Six of the participants included in the final sample did not answer the evaluation window manipulation check correctly. The number of participants that did not answer the window manipulation check question correctly did not differ among the groups (c² = 1.00, p > 0.25)².

Participants indicated the relative importance of financial performance measures and non-financial performance measures. The mean response (mean = 6.95, standard deviation = 1.40 on a 10-point scale with 1 labeled “significantly less important” and 10 labeled “significantly more important”) is significantly greater than the midpoint suggesting that financial measures are perceived to be more important than non-financial measures (t = 8.90, p < 0.01). There are no significant differences among the four conditions. These results support the conjecture that financial measures are perceived to be more important than non-financial measures.

To control for potential differences in perception of current performance between the two window conditions, participants assessed current operating performance (see appendix for the exact question). There is no significant difference in perception of operating performance across the two window conditions (t = 1.43, p = 0.16).

Table 1 indicates a significant positive correlation between the participants’ perception of operating performance and the likelihood that they would approve the project. Although this result is difficult to interpret, it suggests that when participants perceive the operating performance in the current period to be better, they are more willing to accept a project that reduces current period performance. Including this measure as a covariate did not affect the results reported in the next paragraph.

Hypothesis Tests

Analysis of Variance (ANOVA) is used to evaluate the hypotheses. While the residuals are normally distributed (Anderson-Darling A-squared 0.54, p = 0.16), Levene’s test suggests there are significant differences in the variances of the dependent variable across the conditions (F = 2.79, p < 0.05). Consequently, I also conducted ANOVA using the rank-ordered data, as suggested by Conover and Iman (1976). Because this non-parametric analysis yields similar results as the
ANOVA on the unranked data, for ease of interpretation, the unranked data results are reported. Each independent variable (project’s chance of success and performance window) has two levels. The dependent measure is the likelihood that managers will approve the new continuous improvement project. The results by condition are reported in Table 2. The ANOVA results are reported in Table 3, Panel A and illustrated in Figure 2. The ANOVA results for the rank ordered data are reported in Table 3 panel B.

Table 2:: The Likelihood that Continuous Improvement Project is Approved by Project Risk and Balanced Scorecard Window

<table>
<thead>
<tr>
<th>Mean Likelihood of Project Acceptance on a 10-Point Scale^1 (Standard Deviation)^2</th>
<th>[Cell Size]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Project Risk</td>
<td></td>
</tr>
<tr>
<td>Window</td>
<td></td>
</tr>
<tr>
<td>High Risk (30% Success)</td>
<td></td>
</tr>
<tr>
<td>Low Risk (70 Success)</td>
<td></td>
</tr>
<tr>
<td>Overall Risk</td>
<td></td>
</tr>
<tr>
<td>1 Year Window</td>
<td></td>
</tr>
<tr>
<td>Mean Likelihood</td>
<td></td>
</tr>
<tr>
<td>Standard Deviation</td>
<td></td>
</tr>
<tr>
<td>[Cell Size]</td>
<td></td>
</tr>
<tr>
<td>5.47 (1.51) [27]</td>
<td>7.71 (0.84) [28]</td>
</tr>
<tr>
<td>6.61 (1.60) [27]</td>
<td>7.82 (1.23) [28]</td>
</tr>
<tr>
<td>6.04 (1.64) [54]</td>
<td>7.76 (1.04) [56]</td>
</tr>
</tbody>
</table>

^1 The endpoints of the scale are 1 labeled “not at all likely” and 10 labeled “very likely.
^2 Bartlett’s test suggest that the variances of the four conditions differ (F = 2.79, p = 0.05). The results for the ranked data are similar. For ease of interpretation, the original results are reported.

Table 3: Test of Between Subject Effect

<table>
<thead>
<tr>
<th>Source</th>
<th>Sum of Squares</th>
<th>df</th>
<th>Mean Square</th>
<th>F</th>
<th>Prob. ^1</th>
</tr>
</thead>
<tbody>
<tr>
<td>Model</td>
<td>3615.97</td>
<td>4</td>
<td>903.99</td>
<td>740.84</td>
<td>0.01</td>
</tr>
<tr>
<td>Window^2</td>
<td>7.15</td>
<td>1</td>
<td>7.15</td>
<td>5.86</td>
<td>0.02</td>
</tr>
<tr>
<td>Risk^3</td>
<td>54.79</td>
<td>1</td>
<td>54.79</td>
<td>44.90</td>
<td>0.01</td>
</tr>
<tr>
<td>Window*Risk</td>
<td>4.94</td>
<td>1</td>
<td>4.94</td>
<td>4.05</td>
<td>0.05</td>
</tr>
</tbody>
</table>

R^2 = 0.967
Adj. R^2 = 0.966
Table 3: Test of Between Subject Effect

<table>
<thead>
<tr>
<th>Source</th>
<th>Sum of Squares</th>
<th>df</th>
<th>Mean Square</th>
<th>F</th>
<th>Prob.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Model</td>
<td>115,104.24</td>
<td>4</td>
<td>28,766.06</td>
<td>125.11</td>
<td>0.01</td>
</tr>
<tr>
<td>Window²</td>
<td>1,233.07</td>
<td>1</td>
<td>1,233.61</td>
<td>5.36</td>
<td>0.03</td>
</tr>
<tr>
<td>Risk³</td>
<td>8,894.62</td>
<td>1</td>
<td>8,894.62</td>
<td>38.69</td>
<td>0.01</td>
</tr>
<tr>
<td>Window*Risk</td>
<td>971.11</td>
<td>1</td>
<td>971.11</td>
<td>4.22</td>
<td>0.04</td>
</tr>
</tbody>
</table>

R² = 0.840
Adj. R² = 0.831

1 The window is the balanced scorecard window used for management evaluations. The one-year window is the traditional evaluation window while the three-year window is an alternative evaluation window proposed in this study.
2 Project risk is the probability that the continuous improvement project will be successful.
3 The hypotheses are directional, so reported p-values are one-tailed.
4 Blair et al (1987) show that, in the case of a 2x2 factorial design, the ranks show main effects if and only if the original means do (p. 1142).

Figure 2: The Likelihood¹ that Managers Will Approve the Continuous Improvement Project by Project Risk and Balanced Scorecard Window

¹ Likelihood is measured on a 10-Point Scale. The end-points are labeled 1 “not at all” and 10 “very likely”.
Consistent with prior research (e.g., Chang et al., 2002, Mahrer, 1956), the main effect for “risk” is significant ($F = 44.90, p < 0.01$), participants are more likely to approve a low risk project than a high risk project (mean = 7.41 and 5.97 on a 10-point scale for the low and high risk project, respectively; the endpoints of the scale are 1 labeled “not at all likely” and 10 labeled “very likely”).

The first hypothesis (H1) is supported by the significant main effect for “Window” ($F = 5.86, p = 0.02$). Specifically, participants are more willing to accept risky projects when they are evaluated using a three-year window as opposed to a one year window (means 6.97 and 6.44, for the three-year and one-year window respectively).

The second hypothesis (H2), which predicts that longer evaluation windows have a larger impact on participants’ resource allocation decisions for high risk projects than for low risk projects, the interaction is significant ($F = 4.05, p = 0.05$).

Analysis of the simple main effects of window across each level of project risk indicate that there is no statistically significant difference for the low risk project ($F = 0.10, p = 0.76$) across the two window conditions (mean = 7.52 and 7.31 for the three year and one-year window respectively). However, for the high risk project, the responses across the participants in the - window condition and the one-year window differ significantly ($F = 4.84, p = 0.04$). Specifically, participants in the three year window condition are more likely to accept the high risk project than participants in the one-year condition (means 6.41 and 5.54, respectively). The results support H2; longer evaluation windows have a larger impact for high risk than for low risk projects. Contrary to expectations however, for the low risk project, the likelihood that participants approve the project is similar across window conditions.

CONCLUSION

In this paper, the joint effect of balanced scorecard evaluation windows and project risk on participants’ resource allocation decisions is investigated. The results provide support for the hypothesis that, for high risk projects, participants are more likely to accept the project when evaluated over the longer evaluation window. For low risk projects, the evaluation window does not affect the likelihood that participants approve the project. Consequently, project risk and evaluation window jointly affect the likelihood that managers approve resource allocation projects.

Like all studies, this study has limitations. The participants in this study are 110 upper division business and MBA students. The results of this study therefore might not be generalizable to managers who make these kinds of decisions in practice. Another limitation is that the case in this study dealt with a specific setting a new continuous improvement project. The participants might respond differently if they are asked to approve a different resource allocation project. It is therefore not clear whether the results are generalizable to other settings.

The balanced scorecard used in this paper includes fewer measures than the balanced scorecards used in practice and prior academic research. Hence, managers might respond differently.
when they receive more measures. The participants in the three-year window condition were informed that, in the evaluation, all years are weighted equally. The participants might have responded differently if weights were assigned differently, or if they were allowed to assign their own weights.

Finally, the participants had only a limited amount of information. The participants might respond differently when they can use multiple sources to evaluate the performance of the project, are able to compare this project with other projects, and are able to consult with others. Despite these limitations, the results have a number of practice and research implications. The results suggest that, in certain situations, using longer evaluation windows might be an effective means to encourage employees to focus on long-term rather than short-term profitability. The longer window could encourage managers to pursue risky projects that decrease current financial performance but potentially have positive future payoffs. Increased willingness to accept risky projects might be desirable in certain industries and settings. The longer evaluation windows could be beneficial in industries, such as pharmaceuticals or high-tech, where managers make decisions that will not have a payoff for many years.

The extant literature has looked at the balanced scorecard usage for performance assessment decisions. Remarkably little research has looked at the effect of the balanced scorecard on resource allocation decisions. Thus, future studies also can examine how the balanced scorecard affects various resource allocation decisions and test whether the results in this paper can be generalized to other settings. I found a positive correlation between the perceived operating performance of the firm and the willingness to accept risky projects. Future research could investigate whether the results hold in situations in which the firm is doing extremely well or extremely poorly. Such research would further our understanding of the potential advantages and disadvantages of longer windows for performance evaluations.

ENDNOTES

1 The balanced scorecard combines the traditional financial performance measures (e.g. ROE and sales growth) with non-financial performance measures (e.g. lead times and customer satisfaction). While the financial measures are lagging indicators of performance, they are important because they provide accountability for the actions taken in the past.

2 Myopic is defined as emphasizing short-term concerns at the expense of long-term concerns. In an accounting example, myopic behavior would involve not incurring current period expenses that would increase future cash flows in order to report higher earnings in the current period.

3 For example, managers might consider working for the firm for only a short period of time while the firm is looking to maximize long-term return to stockholders. For this and other reasons (e.g., to increase their chances for a bonus in the current year), managers might overemphasize current concerns over long-term concerns.

4 Students that preferred not to participate were given the option of completing an alternative extra credit
5. The results are similar when the participants that did not complete all the questions are included in the analyses.

6. The analysis with the risk preference included as a covariate yields similar results as the results reported in the paper. The risk preference variable is insignificant ($F = 0.79, P > 0.25$).

7. While three year evaluation windows are not commonly used, several universities assess faculty performance over the last three years.

8. Excluding the participants that missed the manipulation check from the analyses has no impact on the results; therefore the results for the whole sample are reported in the next section.
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