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ABSTRACT 

Lip Reading is a visual means of communication. It relies on looking at the speaker's 

mouth; especially his lips to translate the speaker's words or sentences. The visual image (shape 

of mouth expression) and movement of lips make the visual recognition of speaking letters, words 

and phrases: gestures and expressions on the face.  

The location of the mouth and its extracted feature is important step to assist to better 

comprehend the visual speech. Researchers are constantly looking for innovative techniques to 

improve the effectiveness of lip. That is why this paper provides lip localization. Face recognition 

based on extraction technique from input video frames towards the segment of the mouth area. 

We'll be using an RGB & HSV color model, along with a adjust channels value, elliptical mask 

creation and use techniques to perform additional edge detection and morphological procedures. 
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INTRODUCTION 

Lip-reading has developed in the past few years to become a major component of the 

Human-Computer Interface (HCI). The user no longer has to manually analyze speech. 

Meanwhile the performance of the automatic lip-reading system is easily affected by difficult 

conditions such as noise, light and low resolution.  

Enormous advancement in the fields associated with developing computer capacity has 

contributed the system's robustness, making it more adapted to the real environment. 

Lip is one of the prominent features of speech recognition because it is considered a major 

part of the face to get the visual information features; it has the advantages of fast calculation and 

high accuracy rate.  

The lip-reading remains a powerful tool due to many advantages such as its low costs, the 

missing of physical contact between the user, and biometric systems.  

Lip reading is one of the most challenging biometric techniques when unfolding in 

unrestricted environments due to the complete difference embodied by facial images in the real 

world (this type of facial portrait is usually designated as faces in violence).  

Some of these variations include head poses, aging, occlusions, illumination conditions, 

and facial expressions. Examples of these are shown in Figure (1). 
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FIGURE (1) 

TYPICAL VARIATIONS FOUND IN FACES IN-THE-WILD. 

 (A) HEAD POSE. (B) AGE.  (C) ILLUMINATION. (D) FACIAL EXPRESSION. (E) 

OCCLUSION. 

RELATED WORK 

Coinaiz, et al., (1996) used HSV representation to highlight the red color which associated 

with the lips in the image. Later, the HSV color model is used for lip detection and locate the its 

position in mouth region. The boundaries of lips are extracted using color and edge information 

using a Markov Random Field (MRF) framework based on the lip area segmented.  

Eveno, et al., (2001) proposed a new color mixture and (Chromatic transformation for lip 

segmentation. In this approach, a new method for conversion of the RGB color model and a 

chromatic map was performed to split the lips and facial skin under variable lighting conditions. 

Later on Eveno, et al., (2004) introduced a novel method where the pseudo-hue was 

applied for lip localization that has been included in an active contour framework. the results 

show significant improvement in terms of accuracy in lip modeling. 

Liew, et al., (2003) in those approach, they used new transformation method to convert 

given color image into the CIE-Lab color model and CIE-LUV color model, and then they 

calculated a lip membership map using the fuzzy clustering algorithm. The ROI around the mouth 

can be determined from the face area after a few morphological filters on an original image.   

Namrata, (2015) in this way it was suggested that the image be converted from RGB color 

space to YCbCr and then decomposed into its components (luminance, blue chrominance and red 

chrominance) The Cb/Cr ratio was used to distinguish the face area. After that face image 

converted to HSV color space. Then on the cropped lip image of the lips edge detection and 

morphological operations were applied. 

THE PROPOSED METHOD 

Feature extraction is preceded by an amount of preprocessing steps to be done in our 

method as shown in Figure (2). This includes face detection followed by (region of mouth 
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extraction). Then, the lips of the speaker are respectively tracked in consecutive frames of 

recorded video. Following these steps, and given an instructive set of features, the visual module 

can proceed with feature extraction. 

 

FIGURE (2) 

THE GENERAL DIAGRAM OF VISUAL FEATURE EXTRACTION 

Pre-processing 

When the video is received, the system decomposes the video into sequence of frames. 

All digital image processing techniques and proposed approaches are applied to these frames is 

implemented. Since each frame is individually processed. At first, Preprocessing is f required 

before feeding them to the face detector. There are some pre-processing techniques have been 

applied to each frame of the input video in border to decrease the computational complexity and 

fast obtain the face and lip features.  As shown in Figure (3).  

The pre-processing steps given by the following required operations before performing 

the proposed system: 

Masked RGB Representation 

The initial step in pre-processing stage is the color image representation. It should be 

implemented to highlight the object (speaker) in the frame. Then, the object should be isolated 

from the background image. Here, the color of the object is the main criteria for identifying the 

object.  

Now, each frame will be converted into a color mask image that contains only the speaker 

and the background is false as shown in figure (3). Using certain thresholding functions by the 

Color Threshold Application, each color object can represent separately in the background. Each 

color will be having an upper range and lower range intensity value. That is mean the color space 

and minimum/maximum values for each channel of the image were automatically set by this 

application. The result in a binary mask BW and a composite image masked RGB image, figure 

(4) shows the original RGB image embedded with the mask BW. The algorithm (1) have been 

designated for this purpose. 

 
FIGURE (3)  

THE MAIN STEPS TO IMPLEMENT MASKED RGB REPRESENTATION 
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The above figure illustrates the main steps to implement RGB masked image for all 

frames of the input video. At first divide the input video into frames (frame rate 30 frames per 

second). On each frame, all the next steps are implemented on it. Converting the sequenced 

frames to a simple transformation that converts a color image (RGB) color model to an HSV 

color model, extract  HSV (hue, saturation, value ) channels for all frames, define thresholds for 

each channel (H, S, V) based on histogram setting. The output masked image based on the input 

image. The last step set background pixels to zero. 

 

FIGURE (4)  

SHOWS RGB MASK CREATION 

ALGORITHM(1) CREATE MASKED  IMAGE 

Input: 

Video//that contains only one  frontal face its 'size must be 

Smaller than frame size. 

Output: 

The sequence of  Masked RGB frames 

Begin loop 

Step1: Divide the original  video into sequence of 30 (RGB) frames 

Step 2: Convert  RGB frame to HSV color space. 

Step3: Define thresholds for Red channel based on the histogram setting. 

Step4: Define thresholds for Green channel based on histogram setting. 

Step5: Define thresholds for Blue channel based on histogram setting. 

Step6: Create mask (BW) based on chosen histogram thresholds, these  histogram  thresholds are chosen using 

Color Threshold Application 

Step7: Initialize output masked image based on the input image (RGB). 

Step8:  Set background pixels where BW are false to zero. 

End loop 

End Algorithm 

ALGORITHM(1): REPRESENT PRE-PROCESSING ALGORITHM 

RGB TO HSV Conversion 

This algorithm has been applied to sequence of RGB mask frames in order to obtain HSV 

mask frame (Figure 5). The HSV, or HSB, model describes colors in terms of hue, saturation, and 

value (brightness). The advantages of using hue are: 
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 The relationship between tones around the color circle is easily identified 

 Shades, tints, and tones can be generated easily without affecting the hue 

The advantage of HSV can each of its attributes corresponds directly to the basic color 

concepts, which makes it conceptually simple. The perceived disadvantage of HSV is that the 

saturation attribute corresponds to tinting, so de-saturated colors have increasing total intensity. 

To convert RGB to HSV color space, the following steps should be followed taking into 

account the equations explained in the section ( ) 

 

FIGURE (5)  

ILLUSTRATE RGB TO HSV CONVERSION 

The above figure summarizes the process of converting the image into a color space after 

modifying the image components so that firstly convert RGB image to HSV color space using 

equations explained in section () . Then Extract each channel (hue, saturation, value) separately. 

Adjustment the value of the (hue, saturation, value) channels to be more appropriate to the 

conditions of ALU system. This adjustment can be done by multiply them by selective factors 

that affect the accuracy of the system.  

Note these set of factors are not fixed for all videos, but is approved by changing them 

according to the conditions of the video that you are working on. Recombine new hue, saturation, 

and value channels. Finally, convert again to RGB color space, as shown in figure (6). An 

algorithm is designated for this process as shown below. 

 

ALGORITHM (2): PRE-PROCESSING/RGB TO HSV 

CONVERSION 

Input: 

The sequence of masked RGB frames 

Output: 

The sequence of  masked HSV frames 

Begin 

Step1: Convert all frame from RGB to HSV color representation 

Step2: Extract HSV (hue, saturation , value ) channels for each Frame. 

Step3: Adjust the values (hue, saturation, value)by multiplying by some 

of factors. 

Step4: Recombine new hue, saturation, and value channels. 

Step5: Re-convert HSV color  model  to RGB color model. 

End Algorithm 

ALGORITHM(2) : REPRESENT RGB TO HSV CONVERSION ALGORITHM 
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FIGURE (6)  

SHOWS RGB TO HSV CONVERSION 

Face Detection 

To build the face detector, here need to extract the face region only from each frame. To 

do that, the face has been detected by the following stages: 

Binarization 

Image binarization is very useful to detect the region of face. For all pixels in the masked 

RGB frame, where the background is zero and the ROI is solid. If the masked RGB frame pixels 

are not equal to zero then the new binary image is set to 1, otherwise new binary image set to zero 

as shown in figure (7). Now, as a result, the binary image had been created which have pixels are 

equal to zero. In other words, if I(x, y) represent the masked HSV image then the resulted binary 

image g(x, y) is given by: 
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FIGURE (7) 

HSV TO BINARY MASK 

Elliptical Mask Representation 

Whenever the speakers are detected in the frames an ellipse will be drawn for the face 

region, that ellipse will represent the boundary lines of the face of speaker. The next is step is 

need to find out the centroid of the object. For identifying the coordinates of the centroid. Should 

be find the image moments. Image an image moment is a certain a particular weighted average of 

the image pixels' intensities. Let the image moment inside the ellipse shape be Mathen the 

coordinates of the centroid can be calculated as follows: 

 Area (for binary images) or sum of grey level (for greytone images):  

 Centroid:
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Once the centroid points are obtained this centroid point will be representing the center of 

face. The bounding ellipse can be put for the face region with respect to the centroid. The 

dimensions of the bounding ellipse can be obtained from the face region using the function region 

prop. Elliptical representation (as a semi-overlapping subdivision of the target) that incorporates 

both global and local target information in a single model can be used depending on some 

geometrical features such as the position of the centroid, the length of the axes, and the rotation 

angle are part of the target state.  A set of geometric features are extracted based on the distances 

from length the vertical and horizontal centroid axes. Where enhanced face frames can be 

identified as the interior middle region from the face detection. 

This area representation is effective for a limited application, but it is necessarily effective 

on a universal target. 

Ellipse approximation had been modified as follow: 
a- Create an elliptical shape on sequenced frames that contains only one frontal face its 'size must be 

smaller than frame size.  

b- Define ellipse shape and its coordinates that is mean just a three-element specifies the initial location of 

the ellipse in terms of a bounding ellipse. The position has the form [center, minor axis length, major 

axis length]. The center of ellipse is qualifying to centroid of the white region that has been calculated.  

c- Create a binary image ''mask" from the ROI: This section explains the production of an elliptical mask. 

The elliptical mask is sometimes referred to a white area in binary image. The procedure involves two 

stages. The first phase is horizontally locating  the first intensity pixel value with 255 (from left to right 

and right to left) and the second phase is vertically locating the first intensity values  with 255 (from top 

to down, and down to top ). Finally, the pixel values between horizontal and vertical result that had 

been located refer to as the ellipse mask. This operation diagram presents in Figure (8) returns a binary 

image that is the same size as the input image with 1s inside the ROI object h and 0s everywhere else. 

The input image must be contained within the same axes as the ROI  

d- Calculate major &minor axes for ellipsed shape 

e- Ellipsed portion cropped out. 

f- Burn elliptical binary mask in the original image: it means the logic operations AND and OR are used 

to combine the information in two images. This may be done for special effects, but a more useful 

application for image analysis is to perform a masking operation. AND and OR can be used as a simple 

method to extract an ROI from an image. For example, a white mask AND with an image will allow 

only the port on of the image coincident with the mask to appear in the output image, with the 

background turned black; nandia black mask OR with an image will allow only the part of the image 

corresponding to then black mask to appear in the output image, but will turn the rest of the image 

white. This process is called image masking and Figure (9) illustrates the results of these operations. 

 
FIGURE (8)  

ELLIPTICAL FACE CREATION 
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ALGORITHM(3): FACE DETECTION FOR EACH FRAME 

Input: 

Sequence of  frames 

Output: 

The sequence of Ellipsed face images 

Begin 

Loop:  from 1 to the no. of the frames 

Step1: Create a draggable elliptical shape on frame its position smaller than frame size. 

Step2: Specify a position constraint to keep the ellipse inside the original xlim and ylim 

ranges 

Step2:  Define ellipse shape and its coordinates //after Specifies the initial location of the 

ellipse 

[x y  width heigh] 

Step3: Create a binary image ("mask") from the ROI face. 

Step4: Burn elliptical binary mask in the original image 

//images multiplication (pixel by pixel) 

Step5: Calculate major &minor axes for ellipsed shape 

Step6: Ellipsed portion cropped out 

Next 

End Algorithm 

ALGORITHM(3) REPRESENT FACE DETECTION ALGORITHM 

Lip Detection\Localization 

The lip detection is to determine the approximate location of the input image, which is 

very important stage in lip reading system. Early lip localization research usually uses a camera 

attached to the human face. It was now extremely sophisticated, primarily skin color model, self-

face model, template model, and other methods. The following technique was used to introduce 

ROI (Gong, 1995; Jian et al., 2012; Ruwei, 2012). 

Region of Interest Extraction 

Region of Interest (ROI) extraction of mouth area is a crucial step in automatic biometric 

system. The recognition process depends firstly on the accuracy degree of (ROI) extraction 

process. This stage is useful to reduce the computational complexity and speed up the processing 

time when searching for lip component regions.  

The aims of this step are to specify the real region in the image and to discard the region 

containing unnecessary information in the image.  

The ROI representing the mouth region where the lip edge is located. To avoid the 

recognition of false features. The segmentation of ROI IS mainly necessary.  

The below figure (9) shows how to get the region of interest by making some 

segmentation on the burned face area with the ellipse-shaped mask.  
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FIGURE (9) 

REGION OF INTEREST EXTRACTED USING THE ELLIPSE 

The focus of this dissertation is to hold the lip segment as a region of interest. To reduce 

redundant information, it is unnecessary to next extract the mouth area.  

In previous studies, researchers have proposed a variety of methods to extract lip area. 

However, these methods still contain redundant information or harm the subsequent processing. 

In this section, geometrical method has been suggested that can segment the face area according 

to the general structure and proportion of the face. The formula that used as follows: 

 

 

 

Where Wface and Hface are the width and height of the face and Wmouth and Hmouth 

are the width and height of the mouth region. From the formula (   ), the mouth region can be 

obtained as shown in Fig. (9). It explains those method can get satisfactory and effective results 

in the proposed system 

 

ALGORITHM(4): LIP SEGMENTATION 

Input: 

Sequenced of the Ellipsed face image 
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Output: 

Mouth region for each frame 

Begin 

For i= 1 to no. of frame 

Step1: Divide the Ellipsed face image into four vertical stripes 

of 

equal width equal to Wface /4.      //Wfac =minor length of an 

ellipse. see figure() 

Step2: Divide the Ellipsed face image into an equal three 

horizontal stripes, of the height equal to Hface /3. 

// Hface= major length of an ellipse. see figure(1-6/e) 

Step3: make across between the vertical and horizontal strips 

Step4: Specify 4- a point that determines the last portion of 

the 

the ellipse  that can fit conveniently into the mouth  region 

Step5: From step(4), form a rectangular shape that exactly 

corresponds to the mouth region. 

Step6: mouth region cropped out. 

endfor 

End Algorithm 

ALGORITHM (4): REPRESENT LIP SEGMENTATION ALGORITHM 

This algorithm was applied on a set of single images and provided a good result for those 

images, and applied on sequence of frames as shown in figure (10).  This is an early step to 

extract visual features from the ROI image. Furthermore, when the ROI is determined, there is 

need to decrease the amount of data that undergo consequent processes by forming out the 

bounding box of ROI from the image. To obtain the most accurate results, before features 

extraction step needs to enhance the cropped image. 

Region of Interest Enhancement 

Image enhancement is one of the most important techniques in image processing. To 

understand and analyze the images, various image enhancement techniques are used.  To improve 

the cropped frame. Firstly, noise is reduced using the median filter because it is effective to 

remove the noise that occurs during the shooting process in addition to its advantage in 

preserving the edges, then histogram equalization technique is used to provide a better quality of 

images without loss of any information. Finally, contrast stretching techniques are used to 

increase the visualization in image structures of the parts light and dark at the same time. 

Median Filter 

The median filter is applied to all frames  due to its have good behavior to reduce some 

limited noise types such as “Gaussian,” “random,” and “salt and pepper” from (an image and 

signal) with its properties to preserving edge]. In the mechanism of the median filter, the center 
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pixel of an M × M neighborhood is replaced by the median value of the corresponding image 

portion. Using this idea median filter can remove this type of noise problem (Kumar et al., 2012). 

The median of  observations  Xi, i = 1, .. , is denoted by med (xi) and it is given by: 

 
Where x (i) denotes the order statistic. In the following, mainly the definition for an odd n 

can be utilized.  

A one-dimensional median filter of size  i= 2v+i1 is defined by the following input-output 

relation: 

Yi= med (Xi-v,…,Xi,…,Xi+v)     …(4) 

Its input is the sequence xi , i   Z and its output is the sequence yi , i Z. is also called 

moving median or running median.  

A two-dimensional median filter has the following definition: 

Yij = med{ Xi+r , j+s ;      (r ,s) A}                   (i , j)  Z
2
                  …(5) 

The set A Z2 defines a neighborhood of the central pixel (i, j) and it is called the filter or 

window. Median filtering is yet another must-have feature because not only it renders the 

image/text documents more comprehensible but it also enhances OCR results if applied before 

OCR submission. 

Histogram Equalization 

As previously mentioned, the histogram equalization essentially extends intensity values 

along with the entire range of values to create more contrast. This technique is particularly 

helpful when an image is represented by close contrast values such as images that both the 

background and the foreground are simultaneously bright, or both are dark at the same times, In 

this section, the general technique for cumulative histogram equalization is described. Here are 

the steps for implementing this technique (Rafael, 2012). 

 Create the histogram for the image. 

 Calculate the cumulative distribution function histogram. 

 Calculate the new values through the general histogram equalization formula. 

 Assign new values for each gray value in the image. 

Contrast Stretching 

It is one of the common degradations in the video frames captured. The contrast between 

the highest and the lowest intensity values of a picture may be determined. Contrast enhancement 

makes it simpler to understand frames by making it easier to identify object characteristics. The 

aim of that image enhancement technique is to adjust the intensity of illumination to be clearly 

differentia for human viewers. 
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The resultant image after a stretching of contrast is better than a deformed image, since it 

firstly made it possible to see image features in areas which were either extremely bright or very 

dark. 

Secondly, to modify each image element value to enhance visualization in the darker and 

brighter parts of the image at the same time (Sahidan et al., 2008). 

The contrast is stretched via a window (named then KERNEL) and the center element is 

adjusted using the formula (Attas et al., 1995): 

R(x ,y) = 255× [ (I(x ,y) - Imin)/(Imax - Imin)]                                            …(10) 

Where (x, y) are the coordinates of the center picture element in the KERNEL, and Imin 

& Imax are the minimum and maximum intensity values of the image data in the selected 

KERNEL. 

Canny Edge Detection 

Edge detection is an essential method for extracting structural information and 

significantly lowers the quantity of data to be analyzed. Canny edge detector attempts to satisfy 

three general edge detection criteria. 
1. Low error rate, which implies that only existing edges are detected. 

2. Good localization must be reduced the difference between actual edge pixels and the identified edge 

pixels. 

3. The detected edge should only be indicated once, not multiple times. The procedures for detecting the 

Canny rim are illustrated in the figure (10) 

 
FIGURE (10)  

CANNY EDGE DETECTION PROCESS 



Journal of Management Information and Decision Sciences               Volume 25, Special Issue 2, 2022 

                                                                                         13                                                                   1532-5806-25-S2-14 

Citation Information: Jheel, A.K., & Hashim, K.M. (2022). Modified lips region extraction method from video for automatic lip 
reading system. Journal of Management Information and Decision Sciences, 25(S2), 1-16. 

Region Props 

Even with optimum mouth filters, the filtered picture sometimes includes undesirable tiny 

regions. A typical case is seen in Figure (11) where the shadow beneath the chin is not 

sufficiently sure to differentiate it from the lips. In order to minimize the effect of these events, an 

area of interest (ROI) must be extracted from the picture produced in the previous section. This is 

done via the use of vertical and horizontal picture signatures. Every signature is a vector holding 

pixel value sums for a certain row or column. The borders of ROI may be identified by looking in 

each vector for elevation and descent. Although the tiny regions are large enough to show on the 

image signatures, it may be eliminated if it is size less than 50. Only the portion inside the ROI of 

the filtered image was further processed. 

Here, all the areas in the binary image were measured in addition to the ID pixels list. 

After that, the largest area among the group of areas was chosen as the upper and lower lip area 

as one area, then select the second largest area among the remaining areas to represent the area of 

the gap formed when the mouth is opened. Regarding the selection of the second-largest district, 

this was done with the following steps that have been taken into consideration after choosing the 

first largest area from the group of regions. 

 

ALGORITHM(5): REGIONPROPS 

Input: 

Sequenced of  frames 

Output: 

Pure lip region 

Begin 

For i= 1 to no. of frame 

Step1: Determine the number of regions in the mouth region and the set  ID for each region. 

Step2: Sort all regions in descending order. 

Step3: Select the maximum region that corresponds to the first region. 

Step4:  Create new list include regions that satisfy the condition if it is less than the  maximum region, then  put it 

in a new list and so  on. 

Step5:  Sort new list in descending order. 

Step6: Find the maximum regions that consider the second largest area. 

Step7:  Show the maximum area that obtained from the original an  new list. 

Step8:  False the remaining regions. 

End for 

End Algorithm 

ALGORITHM (5)  

REPRESENT REGION PROP ALGORITHM 

Notes through the new list that contains all areas except the first largest area, the largest 

area can be selected again, which represents the second-largest area in the list from step 2.  Now 

there is two areas that need to have appeared, each of these areas has its index that can be used as 

a parameter in the Pixel ID list. To make the image black by setting the value of each pixel to 

zero and then appear the pixel ID that holds that index. 
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RESULT 

140 videos were received from AVletters2 Dataset each video contains only frontal 

person who pronounces 5 English vowel letter 7 times in each of them consisting of 24-48 frames 

per second photographed by camera with  

1920 × 1080 resolution a proposed system have been applied to them, good results were 

obtained. Looking at the poor lighting at the beginning of the algorithm, we converted the RGB 

model to HSV color model we adjusted the value of hue, saturation and then recombined after 

that re-convert HSV model to RGB model. To improve the image, first, we reduced noise using 

the median filter because it is effective to remove the noise that occurs during the shooting 

process in addition to its advantage in preserving the edges, then we equalized histogram to 

provide better quality of images without loss of any information.  

Then contrast stretching techniques are used to increase the visualization in image 

structures of the parts light and dark at the same time. A binarization method is further applied on 

the enhanced frames to segment the lips. Morphological operators can be used, region prop the 

binary image as shown in Figure (12). Using Lip region Extraction Algorithm , extracted Vise me 

for. Five different classes are tested in this algorithm for many frames for each speaker. On an 

average are getting 97% results for all speakers. 

 

FIGURE (11)  

ILLUSTRATE BACK GROUND ISOLATION AND HSV COLOR SPACE ALGORITHM 

FROM SOME SAMPLE OF DATA SET 
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FIGURE (12)  

ILLUSTRATE BACK GROUND ISOLATION AND HSV COLOR SPACE ALGORITHM 

FROM SOME SAMPLE OF DATA SET 

CONCLUSION 

After completing the implementation of this algorithm, we were able to obtain the lip 

localization for the purpose of extracting features that in turn are of high accuracy for any 

available dataset, and this method can be worked on in the future in real-time applications. Note 

that we were able to extract many of the strong features (such as canny detector, surf descriptor, 

width and height of mouth) for the purpose of speech recognition and this was in our next 

scientific research. 
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