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ABSTRACT 

Market Basket Analysis (MBA) is a retail organizational data mining method to determine 

product location and build sales promotion campaigns for different customer groups to enhance 

customer satisfaction and supermarket profitability. MBA aims to create a significant association 

between the group of products or categories. Here, in this study data mining approach has been 

proposed that uses customer visit segments sales data of 9835 and identified the rules, which 

predict the frequency of purchase of an item. As per the author’s knowledge, this is the first attempt 

to explore this evolving area of the retailing problem using data mining. 

Keywords: Market Basket Analysis, Retail, Inventory Management, Data Analytics, Retail 

Management. 

INTRODUCTION 

Retailing is a key industry worldwide, playing a crucial role in driving developed 

economies and providing growth opportunities for developing nations (Williams, 1997; Mishra et 

al., 2024). For decades, retail chains sold products without leveraging sales transaction data as a 

knowledge source for decision-making. However, in recent years, many companies have begun 

utilizing transactional data to extract valuable insights. Agrawal et al. (1993) highlighted how 

companies were accumulating increasingly large sales databases, prompting the development of 

the Apriori algorithm (Agrawal & Srikant, 1994; Chen et al., 2024) to handle such extensive 

datasets. Most businesses are using advanced software such as ERP, MRP, data warehouse, etc to 

improve efficiency. Such technological advancement creates complex algorithms that mine 

interesting information from a large amount of data (Krichen et al., 2024). Retail organizations 

started using multiple approaches such as market basket analysis (MBA); self-organizing maps; 

and K mean clustering to find meaningful insights (Kohonen, 1990; Hoque et al., 2024; Jamil et 

al., 2024). The MBA approach has been widely used in retail organizations to promote products, 

investment management, and other operations. The main objective of this study is to find customer 

buying behavior patterns from point of sales data that can be used by top management. There are 

two important elements antecedent ("if") and consequent ("then") in the association rules. An item 

that is present in the data set is called an antecedent whereas an item that is linked with the 

antecedent is called a consequent. It has been found in research that inventory carrying costs 

typically represent 25–30% of the value of inventory in stock for an average company (Ted 

Hurlbut, 2004). For a typical Fortune 1000 firm, even a modest savings of 5% in inventories can 

generate an extra $20 million in profits (Eric Leclair, 2005).  

IBM Corporation's (2012) study emphasizes the efficiency of IBM SPSS MBA software, 

which helped the Brammer Group, a top European distributor of technical components for 
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maintenance, repair, and overhaul, reduce inventory levels by 22%. This reduction led to cost 

savings of £31.1 million within a year, with inventory turnover improving from 3.2 to 3.7 times. 

MBA proves to be a powerful data mining technique for managing inventory levels, boosting sales 

through promotional strategies, and implementing cross-sales campaigns for specific stock-

keeping units (SKUs). Decisions concerning individual SKUs influence not only their sales but 

also the sales of other products (Ma et al., 2012). But in reality, taking into account all possible 

interactions to make the best decisions may be very difficult (Gooner et al., 2011). Our evaluation 

results indicate that our approach performs better than the traditional ones. The evaluation results 

illustrate that our approach dramatically outperforms traditional approaches. 

The paper's structure is as follows: Section 2 gives the literature review. After the research 

methodology in Section 3. Section 4 is the theoretical framework of the MBA followed by findings 

of the study, accompanied by sophisticated graphical presentations in section 5. Finally, Section 6 

wraps up the paper by recapitulating the research contribution, mentioning its limitations, and 

proposing future research directions. Particular emphasis is put on various Apriori algorithm 

variations, enriched with state-of-the-art graphical charts to provide profound and meaningful 

insights. 

LITERATURE REVIEW 

There is a wealth of literature available on association rule mining algorithms, each offering 

varying levels of mining efficiency. Notable algorithms include K-Means (Liu et al., 2014), Naïve 

Bayes (Kamruzzaman and Rahman, 2010), Apriori (Agrawal and Srikant, 1994), Eclat (Kumar et 

al., 2024), K-Apriori (Annie and Kumar, 2011), FP Growth (Ali & Priscila 2024), and K-Nearest 

Neighbor (Dubey et al., 2021). Such kinds of algorithms are divided into two parts pattern growth 

and candidate generation. Apriori algorithm is considered to be one of the most powerful 

association rules in data mining. Such an algorithm is useful in frequent itemset mining and it 

learns from large datasets. However, high memory usage due to a large dataset; and inadequacy 

due to low support values are drawbacks of the Apriori algorithm (Rao and Gupta, 2012). Despite 

this weakness, such an algorithm remains important in data mining. To overcome to limitations 

and enhance the performance of the Apriori Algorithm there are many improvements reported in 

academic literature. Some of the important advancements include mining association rules with 

multiple minimum support thresholds; and new parameters to maximize profitability (Liu et al., 

1999; Alawadh & Barnawi 2022). Ultimately this improves the performance of association rules 

that solve shortcomings Algorithm. However, Bhandari et al. (2015) proposed utilizing the 

Improvised Apriori Algorithm with a frequent pattern tree for real-time applications. Such an 

approach will reduce the calculation time required to solve huge customer datasets while saving 

memory by removing redundant association rules. Such improvements make algorithms more 

practical and efficient for large organizations generating huge datasets. The Secure Mining of 

Association Rules, based on the Fast Distributed Mining Algorithm, is regarded as an enhanced 

version of the Apriori Algorithm designed to improve performance (Tassa, 2014). Adaptive 

Implementation of the Apriori Algorithm proposed by Balaji and Rao (2013) also meaningfully 

decreases response time by optimization. The approach given by Waduge et al. (2016) and 

Samaraweera et al. (2014) used profit as a key variable that calculates profit margins based on the 

number of transactions as compared to the minimum support constraint. Such advancement 

increases the reliability of the Apriori Algorithm and creates more robust and efficient data mining.  

There are various numerous extensions of the Apriori Algorithm have been proposed in the 

literature such as hybrid optimization modeling; algorithmic improvements; quantitative, spatial, 



 
 
 
Academy of Marketing Studies Journal                                                                                                              Volume 29, Issue 5, 2025 
 

                                                                              3                                                                                        1528-2678-29-5-230 

Citation Information: Agrawal, N., Roy, A., Saxena, N.K., & Jain, P. (2025). Predictive inventory management using data mining in 
the retail sector. Academy of Marketing Studies Journal, 29(5), 1-13. 

inter-transactional, temporal association, multi-level and generalized and fuzzy rules, etc. 

(Ishibuchi et al. 2001; Kuok, et al. 1998; Lu, et al 2000; Padmanabhan et al., 2003; Lee, et al. 2001; 

Liu et al. 2002; Park et al. 1997; Srikant, et al. 1996; Wijsen, et al. 1998; Clementine et al. 2000; 

Han et al. 1999; Alawadh & Barnawi 2022).  

Hoque et al., (2024) have suggested an implementation of data mining methods to a chosen 

business firm with special reference to purchasing behavior. Kim et al. (2012) investigated a 

transaction dataset from an L department store in Korea which included 68,573 transactions in 

which 255 products were bought by 3533 customers during 2007. Customer data involve grade, 

gender, birthday, and customer address. Product details consist of product subclass, product ID, 

and class product. 

Videla-Cavieres and Ríos (2014) conducted a study comparing two different types of retail 

stores. Retail A operates as a wholesale supermarket catering to grocery store owners, whereas 

Retail B is affiliated with one of Chile’s largest retail holdings. Data collection for Retail A 

spanned 30 months, encompassing approximately 238 million transactions, 160 thousand 

customers, and over 11 thousand SKUs. In contrast, Retail B’s data was gathered over two months, 

including 128 million transactions, nearly 2 million customers, and 31 thousand unique SKUs. 

This study focuses on applying association rule data mining techniques in MBA within a multi-

store environment, large database networks, and using fast algorithms.  (Gupta, et al. 2014). This 

research aimed to identify the strategy of product arrangement by which the profit of supermarkets 

may increase. 

METHODOLOGY 

According to Sajwan & Tripathi (2024), several measures can be employed to identify 

association patterns. Typically, three primary indices—lift, support, and confidence—are utilized 

to evaluate the existence, characteristics, and strength of an association rule or metric (Linoff et 

al., 2004; Kumar et al., 2024). These three indexes provide complementary, non-redundant 

information, each contributing unique insights into the effectiveness and relevance of the 

association rules. 

Support 

Support is also equal to P(A ∩ B) and is presented as a percentage value between 0 and 

100. Support is the probability that A and B occur simultaneously, or in other words, the percentage 

of transactions in the database with all the items present in the antecedent and consequent of the 

rule. However, the Support index has some limitations, particularly when dealing with enormous 

and complex sets of data, i.e., millions of transactions or thousands of items (Cohen et al., 2001). 

In such scenarios, support values may be relatively low, as other transactions can introduce noise, 

diminishing the metric's significance. Very low Support values may also be meaningless, as they 

often fail to provide any significant insight into customer behavior. For instance, an association 

rule like "customers who buy computers also tend to buy financial management software" might 

not be meaningful if the support for this rule is extremely low, as it may not accurately reflect 

actual consumer purchasing patterns (Malik et al., 2024). 

Computer -> financial management software 

Support = 10%; confidence = 70%  

A Support value of 10% on an association rule indicates 10% of all of the transactions within 

the dataset to indicate computers and financial management software are bought together. By 
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contrast, a Confidence value of 70% would mean that 70% of customers buying a computer also 

bought the software. This illustrates the strength and probability of the association between the 

two items in the dataset. 

Confidence 

Like Support, Confidence is also expressed as a percentage between 0 and 100 and is 

calculated as P(A ∩ B) / P(A). It indicates the likelihood that a specific set of items will appear, 

given that another set has already occurred. A major advantage of Confidence is its reliability, 

even in large and complex datasets, whereas Support may lose significance in such cases. 

Confidence is not influenced by the size or richness of the dataset, as it only considers transactions 

that involve both A and B. In other words, if item A is selected, Confidence helps to determine the 

probability that item B will be selected as well. 

The confidence value of an association rule is typically higher than its support since it is 

derived by dividing the support by P(A). Therefore, even when multiple association rules share 

the same support values, they can be highly disparate in terms of confidence values. Confidence 

is therefore superior to support in revealing disparities in association rule strengths. Another 

theoretical usefulness of confidence lies in the development of causal theories. Confidence can be 

measured in two ways: (a) the conditional probability of A given B and (b) the conditional 

probability of B given A. These two confidence values can differ significantly, especially when 

the frequency of A is much higher (or lower) than that of B (Gu et al., 2003). For example, if P(A 

∩ B) / P(A) is 85% while P(A ∩ B) / P(B) is only 10%, a researcher might conclude that A is more 

likely to lead to B rather than the other way around (Banerjee et al., 2024). In this case, support 

indicates how frequently the patterns in the rule occur, while confidence measures the strength of 

the association. As a result, rules with high confidence and substantial support are considered 

strong rules. However, one limitation of the confidence measure is that it lacks a baseline 

frequency for the consequent of the rule, making it challenging to evaluate the interestingness of 

association rules in isolation. 

Lift 

A couple of years afterward, when association rules were defined, researchers such as 

Aggarwal & Yu (1998) and Silverstein et al. (1998) refuted the weaknesses of the confidence 

measure by considering the baseline frequency of the consequent. The lift (or interest) measure 

was thus defined.  Lift is defined as 

P( )

( )* ( )

A B

P A P B



 
 

The denominator presumes A and B are independent, while the numerator presumes, they 

are related. If the numerator and denominator are comparable, then the lift will 

be near 1, meaning the association between A and B is random. Therefore, 

lift tends to eliminate association rules with lift close to 1 (Baralis et al., 2011). A lift value greater 

than 1 signifies a positive relationship between A and B, whereas a value below 1 indicates a 

negative relationship. Although several methods exist to evaluate the statistical significance of 

association rules (Alvarez, 2003), lift is widely preferred (Linoff et al., 2004) due to its greater 

interpretability. However, there are two significant limitations to the lift measure (Kumar et al., 

2024). First, sampling variability may become an issue— for low values of absolute support, lift 
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may change remarkably with minor variations in the absolute support of a rule. Second, the lift 

statistic will be larger for large itemsets than it will be for small itemsets. This occurs due to the 

condition independence assumption in the denominator, which makes the value of the denominator 

reduce faster than the numerator with an increase in the number of items in the itemset. 

Consequently, lift may overestimate large itemsets' interestingness. 

Chi-square Test 

The relationship between the antecedent and consequent of an association rule is typically 

evaluated using the Chi-square test for independence. (Silverstein et al., 1998). The benefit of the 

chi-square measure is that it captures all information that is present on whether items co-occur or 

not as combinations, and lift will only capture a measure of the sheer co-occurrence of two item 

sets. Therefore, if the lift is close to 1 but the counts are large, or if the lift is significantly different 

from 1 but the counts are low, the Chi-square test should be used to verify the statistical 

dependence between the events. The Chi-square test also tends to produce larger values as the 

dataset grows, making it a useful tool for large datasets. Aguinis et al., (2013) suggest the following 

steps for utilizing association rules effectively: 

1. Lift as the Primary Metric: Lift is a crucial metric as it identifies the presence of an association 

and determines whether the relationship is positive or negative. It operates similarly to statistical 

significance testing in conventional analyses. Therefore, lift should be calculated first. If the lift 

value is close to 1, this indicates that the association may be explained by chance, and a statistical 

Chi-square test should be conducted to verify if the events are statistically dependent. 

2. Support Calculation: Lift showcase there is an association rule however support shows the 

frequency of the item occurs in the transactions in the database.  

3. Confidence and Effect Size: Support should be calculated before confidence calculation because 

support shows an initial measure of the significance of the rule 

The two main objectives of this research are to find frequent items from the transaction database 

with the help of support and confidence and proposed association rules from the frequent items 

identified. 

Market Basket Analysis (MBA) 

MBA, or association rule mining, is an effective data mining method that detects patterns 

of buying behavior from vast transactional datasets (Srikant & Agrawal, 1995). MBA has the 

principal application of ascertaining the product pairs bought repeatedly, which presents useful 

insights to retailers on making the best positioning of their merchandise, promoting activities, and 

promotional strategies (Chen et al., 2005). Gradually, numerous expansions and improvements in 

this technique have been proposed and it has become extensively used throughout different 

industries including retail, telecom, finance, and others (Chen et al., 2005).  

The Apriori Algorithm is one of the most widely used methods for generating association 

rules in MBA. It is highly valued for its effectiveness in identifying frequent itemsets and 

establishing association rules, particularly in the retail industry.  (Annie & Kumar, 2011; Raorane 

et al., 2012). Generally, association rules are considered to be useful if they satisfy two important 

requirements: they should pass a minimum support requirement and a minimum confidence 

requirement. These requirements are generally established by analysts or domain specialists 

depending on the context of the analysis. The uses of association rule mining have been widespread 

and varied. 
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It has been used effectively for various applications, such as product selection decisions 

profit mining, MBA, and even in the credit card business (Wong et al., 2003; Mishra et al., 2024; 

Wu et al., 2005; Linoff et al., 2011). Russell et al. (1999) emphasized the way MBA has permitted 

marketing researchers to develop theoretical models that embody the richness of purchasing 

decisions related to products belonging to more than one category. For retailers, knowing the needs 

of customers and how to respond to evolving preferences is crucial. MBA gives clues about which 

products will be bought together, providing useful information that can be used to create effective 

sales policies. Perhaps the most celebrated use of MBA is the Wal-Mart example, where 

association rule mining uncovered a surprising relationship: beer and diapers are bought together 

(Widjaja 2024). This revelation came as a surprise to many but also presented potential cross-

selling opportunities, wherein retailers could offer these products together or position them in close 

vicinity of one another. This study adopts the data mining technique of association rules due to its 

efficiency in uncovering hidden relationships within large datasets (Liu & Shih, 2005). One of the 

most intriguing association rules derived from MBA is the rule: {Diapers} → {Beer}. This 

association is considered particularly interesting because it is unexpected, leading to new business 

opportunities, such as cross-promotions and targeted marketing. By leveraging the power of MBA, 

retailers can uncover such surprising relationships and capitalize on them to enhance their business 

performance (The Register, 2006). 

Research Data 

For this algorithm, the dataset employed is the Groceries dataset, consisting of one month's 

real point-of-sale data from a typical local grocery store. The dataset contains 9,835 transactions, 

with products grouped into 169 categories, and a density of 0.026, as supplied by Hahsler et al. 

(2006). The density value of 0.026 indicates that only 2.6% of the cells in the matrix contain non-

zero values. On average, each transaction consists of 4.409 items. Notably, 2,159 transactions 

involve the purchase of just a single item, while the maximum number of items bought in a 

transaction is 32. Some of the most frequently purchased itemsets in the dataset include: 

 Whole milk: 2,513 transactions 

 Other vegetables: 1,903 transactions 

 Rolls/buns: 1,809 transactions 

 Soda: 1,715 transactions 

 Yogurt: 1,372 transactions 

These itemsets provide valuable insights into customer purchasing patterns, helping to 

uncover associations between products that can drive effective marketing strategies and inventory 

management. 

DISCUSSION 

To enhance the sales of non-promoted items, for which the margin is very low for the seller, 

it should be sold with promoted items which could be an effective sale promotion strategy. In this 

way, non-promoted can be identified from the rule. Some of the interesting rules are mentioned in 

Table 1. It shows that if a customer purchases chicken, then he/she will purchase whole milk with 

a confidence of 40.9% and support of 1.7%. Lift is 1.6 meaning that customers are 1.6 times more 

likely to buy chicken and whole milk altogether than buy them separately. Similarly, if the 
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customer purchases vegetables and whole milk then he/she will purchase bottled beer with a 

confidence of 10.1% with support of 0.7% which means there are some chances that if men 

purchase vegetables, and whole milk for their home then they may purchase bottle beer but chi-

square value 0.101 shows that this purchase may be due to chance.  Likewise, if men purchase 

hamburger meat or whole milk then also he will surely purchase bottled beer as the chi-square 

value is 0.0206 which suggests this purchase is not due to chance. 

 
Table 1 

INTERESTING ARULES RULES 

Antecedent  Consequent Support Confidence Lift Count Chi-Square 

Chicken whole milk 0.017 0.409 1.6 173 0.004 

whole milk bottled beer 0.020 0.079 0.99 201 0.000 

hamburger meat, whole milk bottled beer 0.001 0.117 1.4 17 0.101 

Other vegetables, whole milk bottled beer 0.007 0.101 1.2 75 0.026 

 

Using a support threshold of 0.001 and a confidence level of 0.5 with the Apriori algorithm 

yields a total of 5,668 results.  These are chosen levels to produce a large number of association 

rules but would be lower if either the support or confidence threshold was raised. It is 

recommended to experiment with different threshold values to find the most appropriate ones 

based on the specific use case or objective of the analysis. 

Given the large number of generated rules, it may not be feasible to examine each rule 

independently. Therefore, we can focus on the five rules with the highest lift. These rules, with 

high lift values, represent stronger and more interesting associations that are unlikely to occur by 

chance, making them ideal candidates for further analysis and decision-making. 

Table 2   

FIVE RULES WITH THE LARGEST LIFT 

Rules Support Confidence Lift 

Instant food products, soda => hamburger meat 0.001 0.632 19.00 

Soda, popcorn => salty snacks 0.001 0.632 16.70 

Flour, baking powder => sugar 0.001 0.556 16.41 

Ham, processed cheese => white bread 0.002 0.633 15.05 

Whole milk, instant food products => hamburger meat 0.002 0.500 15.04 

 

A graphical representation of different rules is shown in Figure 1 -5. Figure 1 shows 1255 

rules using the scatter plot method with min support of 0.001 and min confidence of 0.7. As we 

decrease the value of the support measure, several rules will be increased. We visualized the rules 

by plotting confidence, support, and lift in Figure 1, illustrating the relationship between these key 

metrics.  The “support-confidence boundary” creates an optimal rule for the meaningful 

interpretation of obtained data. On the right side of a scatter plot diagram obtained from that rule, 

chances of either support, confidence or both may be higher.  
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FIGURE 1 

A SCATTER PLOT FOR 1255 RULES 

 

Apart from a scatter plot visualization to identify the rule, the graph-based visualization is 

more recommended.  The darker the circle the more the probability of purchasing two of the 

selected items than anything else whereas the bigger circle indicates the probability of purchasing 

both items together. Figure 2 arrow indicates the direction of a possible basket. 

 
FIGURE 2 

GRAPH FOR 19 RULES 

 
FIGURE 3 

GROUPED MATRIX FOR 19 RULES 
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An improved way to present is a Grouped matrix plot shown in Figure 3. It has the same 

rules before, but additionally, it shows the support of the rules. It can be noted that rules linked 

with sausages have the most significant support among the listed.  

 
FIGURE 4 

LARGER GROUP NAME IN THE DATASET 

 

Treemap charts are one of the most advanced tools to represent product segmentation 

shown in Figure 4-5 and have a different level of depth. Figure 4 shows the bigger group names 

of categories and Figure 5 shows more in-depth segmentation with available products. With the 

help of interesting plots, we can analyze data in detail to show how many products of each type 

are available to buy in the grocery store. 

 
FIGURE 5 

TOTAL PRODUCTS AVAILABLE WITH MORE IN-DEPTH SEGMENTATION 

IMPLICATIONS 
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MBA using data mining enables retailers to optimize inventory by identifying frequently 

purchased itemsets, leading to better stock allocation and reduced holding costs. By uncovering 

product associations, businesses can implement strategic pricing and cross-selling strategies, 

increasing sales of both promoted and non-promoted items. Understanding consumer purchasing 

patterns allows for targeted marketing efforts, personalized promotions, and customized product 

placements, enhancing customer satisfaction. Advanced algorithms, such as the Apriori Algorithm 

and its variations, streamline data processing, helping businesses make data-driven decisions on 

product arrangement and marketing strategies. Effective application of MBA can lower 

operational costs by reducing inventory waste, improving demand forecasting, and minimizing 

stock shortages or overstock situations. The adoption of sophisticated data mining techniques, 

including graph-based visualizations and machine learning approaches, improves analytical 

capabilities in large retail datasets. The research highlights that MBA techniques are applicable 

across various retail sectors, making them a scalable and adaptable solution for businesses of 

different sizes. 

CONCLUSION 

MBA is a powerful tool for retailers seeking to gain insights into the associations between 

products that customers purchase together. Various techniques and tools can be applied when 

conducting MBA, with one of the main challenges being the proper selection of confidence and 

support thresholds for the Apriori algorithm, and identifying the most relevant rules to apply. This 

typically involves evaluating the rules using metrics that assess their strength and interest, often 

through advanced visualization techniques. Ultimately, the significance of MBA lies in its ability 

to extract valuable insights from transaction datasets, helping retailers better understand consumer 

needs and behavior, which can inform more effective business strategies and decisions. This 

research paper focuses on proposed meaningful algorithm association rules which may 

significantly increase the profit gain and maintain an inventory level of retail organizations. In this 

paper, we found some of the interesting rules like vegetables, whole milk with bottled beer chicken 

with whole milk, etc. which gives more insights to retailers for marketing activities such as cross-

selling or targeted campaigns.  MBA is often an initial study intended to identify patterns. Once 

the pattern is detected, it can be discovered more thoroughly through other methods such as 

regression, neural network or decision trees. The limitation of the current study is that we have 

used the lift, support, confidence and statistically checked by chi-square only to assess the rules 

but different metrics get much more meaningful insights. We have used retail data, in the future 

researchers can use some different datasets or can change the sector to find meaningful insights. 

While MBA provides valuable insights, reliance on lift, support, and confidence measures alone 

may not fully capture complex purchasing behaviors. Future research can incorporate alternative 

statistical and machine learning techniques for deeper insights. The truthful application of 

obtaining knowledge from this study may be helpful for retailers to sell merchandising goods 

strategically.  
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