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HOW DO PREDATORY LENDING LAWS IMPACT
BANK PERFORMANCE?

Jill M. Hendrickson, University of St. Thomas
Mark W. Nichols, University of Nevada

ABSTRACT

While the financial crisis of 2007-2008 brought to light the issue of predatory lending in the
United States, the issue has a bit of a history.  In the past ten years there have been both federal and
state level regulation codified to address the problems of predatory lending.  However, in 2004, the
Comptroller of the Currency preempted state predatory lending laws so that national banks were
no longer required to comply with state law.  The purpose of this paper is to empirically analyze
whether predatory lending laws and this ruling from the Comptroller impact bank performance.
The results indicated that national bank performance improved after the Comptroller’s ruling when
controlling for charter type and legal environment.  More specifically, nationally chartered banks
in both states with predatory lending laws in place, and in those states without predatory lending
laws, outperform their state bank counterparts following the 2004 preemption.

INTRODUCTION

The past decade has witnessed a significant expansion of credit for many in the United
States.  This is particularly true for minority borrowers, those with limited or poor credit histories
and those with low-incomes.  Banks and other financial institutions have increasingly offered credit
to this segment of the market and have frequently benefited from higher earnings on these loans.
As evidence of the growth in this market, consider that in 1995, loan originations in the subprime
market were $65 billion and by 2003 originations increased to $332 billion (Chomsisengphat and
Pennington-Cross, 2006).  However, as the subprime market expanded, so did concerns regarding
who was receiving these high-priced loans.  Awareness became particularly acute in the fall of 2007
and the expansion of the financial crisis.  Each year, Housing and Urban Development (HUD)
compiles a list of subprime lenders and has used this information to make the case that much of the
subprime lending in the United States has been in low-income and minority neighborhoods.  Others,
for example, Immergluck (1999) and Marsico (2001) also find evidence that subprime lending
growth is greater in low-income and minority areas.  There is also concern regarding the outcome
of these lending relationships; specifically, the increasing number of foreclosures and loan
delinquencies.  Taken together, the concern over subprime lenders targeting a certain segment of the
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population and the undesirable outcome of many of these loans, these developments prompted
consumer advocacy groups and regulatory bodies to take a look at this growing market.

The initial regulatory response was federal regulation followed shortly by state regulation,
in many states.  In general, these laws restrict high cost loans, their fees and rates.  The state level
regulation varies tremendously from one state to another.  Perhaps one reason for the variation is
that there is no consensus on a definition of predatory lending.  Engel and McCoy (2001) provide
a set of loan criteria that define predatory lending to include at least one of the following: loans that
provide no benefit to the borrower; loans with misleading nondisclosures; loans with fraud or
deception; loans that require the borrower to forego redress; or loans that earn ‘supranormal’ profits.
Pennington-Cross and Ho (2008) defined predatory lending to be whenever the borrower is unable
to understand the terms and obligations of the loan.  Morgan (2007) argues that any welfare-
reducing form of credit can be labeled predatory lending.  Similarly, the U.S. Government
Accountability Office (GAO) defines a predatory loan to be one which contains terms that will
ultimately harm the borrower (2004).  Stressing the asymmetric information problem between the
borrower and lender, Morgan (2007) defines a predatory loan to be one which the borrower would
certainly decline if she shared the same information as the lender.  Clearly there is no universal
definition.  However, it is accepted that predatory lending occurs within the subprime market.  Not
all subprime loans are predatory but most predatory loans are considered subprime.

Generally speaking, the predatory credit market is a subset of the subprime market.  Because
of a lack of data, it is not known how large this market actually is.  There have been some micro
estimates of the size of predatory lending.  For example, Goldstein (2006) estimates that over 22
percent of all property loans in Philadelphia are predatory.  Stock (2001) investigated whether
predatory lending was instrumental in mortgage foreclosures in Montgomery County, Ohio.  His
sample of 1,198 mortgages indicated that 255 of these were predatory; this suggests that
approximately 21 percent of the mortgages were predatory in this region.  This limited research
suggests that predatory lending is significant but certainly more evidence is required to draw
conclusions about systemic practices.

With the first financial crisis of the twenty-first century, most Americans became aware of
the subprime market and perhaps even of predatory lending.  It seems likely that one response to the
financial crisis will be increased regulation.  More specifically, it is likely that regulators and policy
makers will turn to predatory lending laws to keep the subprime mortgage market in check.  If so,
it is important to understand not only how these regulations impact the loan market but also the
institutions that are extending the loans.  That is, the predatory lending laws are, on the one hand,
designed to protect borrowers from abusive lending practices.  On the other hand, however,
regulators and policy makers need to be careful that their regulatory decisions do not end up costing
the lender so much that they retreat from this segment of the market.  This paper attempts to inform
regulatory and policy discussions by empirically testing whether predatory lending policies hurt the
performance of the commercial bankers who are extending mortgage credit.
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The second section of this paper provides a concise overview of the evolution of predatory
lending laws and is followed in section three with a review of the salient literature.  This is a
relatively new field of literature as abusive lending practices have become more prevalent with the
recent national policy emphasis to increase homeownership.  The fourth section of the paper outlines
the empirical specifications, data, and methods.  Section five contains the empirical results and
section six concludes.  Briefly, the results indicate that national bank performance improved relative
to state bank performance following a decision by the Office of the Comptroller to reduce the
predatory lending regulatory burden on national banks.  

BRIEF BACKGROUND OF FEDERAL AND STATE PREDATORY LENDING LAWS

As credit expanded to low-income and higher-risk individuals and as higher delinquencies
and foreclosures became evident, community and consumer advocacy groups became more vocal
about their concerns that lending abuse was taking place.  The initial response to these concerns was
the passage of a 1994 federal law known as the Home Ownership and Equity Protection Act
(HOEPA) under Regulation Z at the Federal Reserve.  The purpose of HOEPA was consumer
protection from potentially abusive outcomes such as high interest rates and fees.  HOEPA defined
loans that were closed-ended home equity loans that met APR and finance fee triggers.  A closed-
ended loan is one in which the borrower received a fixed sum that must be repaid over time.
Protection from HOEPA was triggered if either the loan’s APR exceeded a comparable Treasury
bond by 8 percentage points on the first lien or if finance charges on the loan exceeded 8 percent of
the loan amount or a fixed $480 amount adjusted for inflation using the consumer price index (Ho
and Pennington-Cross, 2006).  Further, for HOEPA-covered loans, there were lending restrictions
which included no no-document loans, no balloon loans, no pre-payment penalties greater than 5
years, among others.  It was anticipated that HOEPA would reduce the predatory lending that came
to light in the mid 1990s.

Nonetheless, a few years later, several government agencies (Housing and Urban
Development, the Federal Reserve Board, and the U.S. Department of the Treasury) once again
investigated the possibility of continued abuse in this segment of the credit market.  At the end of
2000, the Federal Reserve called for more stringent restrictions on loans and an expanded definition
of loans covered under HOEPA (Elliehausen and Staten, 2004).  However, regulators were also
aware that there was a fine line between protecting against lending abuses and also servicing the
credit needs of these low-income and minority credit seekers.  In the end, the changes to HOEPA
recommended by the Federal Reserve were made in 2002.  Hoping to strike a balance between
cutting off credit to this segment of the market and protecting borrowers from abusive lending
practices, this further defined HOEPA-covered loans to be those more likely to have predatory
characteristics.  Despite these changes in federal law, the ongoing growth in the subprime market
led many to believe that the HOEPA changes were not sufficient.  Indeed, a 2001 study found that
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HOEPA covers, at a maximum, only 5 percent of all subprime mortgages (Board of Governors,
2001).

In 1999 states responded by passing their own predatory lending laws which were more
restrictive and prohibitive than the federal law.  While state coverage is much broader than HOEPA,
there is significant variance from state to state on the specifics of their predatory lending laws.  Ho
and Pennington-Cross (2006) capture the extent to which state laws extend HOEPA and also the
variance between states by constructing empirical indexes for each state with predatory lending
laws.  More recently, Bostic et al. (2008) construct predatory lending law indexes as well.  However,
the Bostic work attempts to refine the work of Ho-Pennington-Cross (2006) by including four
coverage measures and four restriction measures and also considers the enforcement of the state
laws.  In this way, the indexes more precisely indicate the legal environment in each state with
respect to predatory lending laws.  Like the Ho and Pennington-Cross (2006) indexes, those in
Bostic et al. (2008) provide insight to the variation of the laws themselves and the enforcement of
the laws.

The discussion above indicates that the regulatory environment for predatory lending began
with federal regulation in 1994 and was enhanced beginning in 1999 as states began implementing
even more stringent laws.  Consequently, for ten years, between 1994 and 2004, there was a mix of
both federal and state (in some states) predatory lending laws in the United States.  During this time
frame, all banks operating in a state with state predatory lending laws were required to follow these
laws.  This changed in 2004 when the Office of the Comptroller of the Currency (OCC) issued a
ruling that state predatory lending laws were preempted by federal statute (see Hawke, 2004).  This
meant that nationally chartered banks, whose primary regulator is the OCC, were exempt from state
predatory lending laws.  The OOC’s position was that national banks were already subject to federal
anti-predatory lending laws and also not significantly engaged in predatory lending to warrant the
burden of additional state law (Office of the Comptroller, 2004).  

Thus, following the final ruling by the OCC in 2004, nationally chartered banks were no
longer legally required to meet state predatory lending laws.  This means that state chartered banks
are subject to more regulation in the post 2004 era than nationally chartered banks when it comes
to issues of abusive lending practices.  Since regulation is not without significant costs, it is
reasonable to expect that nationally chartered banks should perform better than state chartered banks
in those states with state predatory lending laws.  Whalen (2008, 775) argues that these regulations
may reduce revenue if banks make fewer mortgage loans in response to higher regulatory costs.
This would, ceteris paribus, decrease bank profits and put state chartered banks at a competitive
disadvantage to nationally chartered banks.  The primary purpose of this paper is to determine if
differences in these regulatory regimes hurts one classification of bank relative to another.
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LITERATURE REVIEW

There are two salient bodies of literature that are relevant to the purpose of this paper.  First
is the literature that considers the impact of predatory lending laws on credit markets, the borrower,
or the lender.  This section of the paper begins with a review of this literature.  Second, since an
important assumption of this paper is that bank regulation will increase costs, ceteris paribus, this
must be established.  Consequently, the effect of bank regulation on costs is also considered in this
literature review.

It is useful to classify existing predatory literature into four categories; that which considers
the impact of predatory regulation on the flow of credit; that which considers how the regulation
impacts the cost of credit; that which considers the likelihood of increased foreclosures from
predatory credit; and, finally, that literature that considers the impact of the predatory regulation on
the institutions extending credit.  All four are discussed separately in this section of the paper.
The first concerns the flow of subprime credit as a result of federal and state predatory lending laws.
That is, this literature asks if the laws influenced the applications and originations for subprime
mortgages.  Much of this research finds a reduction in the flow of subprime credit (see, for example,
Harvey and Nigro, 2003 and 2004, and Elliehausen and Staten, 2004), particularly the earliest
research which focused on the North Carolina experience.  Ho and Pennington-Cross (2006) extend
the initial research beyond North Carolina to include ten states with predatory lending laws and they
find that, generally speaking, there is little to no impact on the flow of credit from this regulation.
However, their micro-analysis of the specific type of lending laws indicates a more mixed result:
some laws reduce predatory lending, others increase it, and still others have no impact.  The same
authors also find mixed results in their follow-up work on predatory lending; Ho and Pennington-
Cross (2007) find that in some states subprime originations decrease and in others, it increases.
They hypothesize that this increase in lending may be because borrowers have fewer fears of
predation and are more willing to try and obtain a loan.  Bostic et al. (2008) also study the impact
of predatory lending laws on the flow of credit.  They find that when aggregated, the laws seem to
have little to no impact of the flow of credit.  However, Bostic et al. (2008) find that particular
aspects of the law may impact credit flows.  More specifically, they find that more restrictive laws
reduce subprime originations and increase the likelihood the loan will be rejected.  At the same time,
they find that laws with broader coverage tend to reduce subprime applications but also have lower
rejection rates.  Like Bostic et al. (2008) and Ho and Pennington-Cross (2006), Li and Ernst (2007)
find, in the aggregate, no change in the flow of credit as a result of predatory lending laws.  Since
the findings in the literature on the flow of subprime credit are mixed, there is ongoing inquiry.  

The second type of subprime literature considers the impact of the predatory lending laws
on the cost of credit.  Pennington-Cross and Ho (2008) indicate that this is more challenging than
the flow literature from the perspective that pricing in the subprime market is more complex than
in the prime market.  That is, determining interest rates on subprime loans is a function of multiple
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variables, for example, the borrowers’ credit score, down payment amount, specific loan
characteristics, etc.  Further, increasingly, subprime loans carry adjustable rates which, themselves,
are the result of a myriad of loan characteristics.  According to Harvey and Nigro (2004), these
subprime loans often carry higher interest rates because there is a lack of standardization in
underwriting these loans which increases the cost to both originate and service the loans.  That said,
Pennington-Cross and Ho (2008) hypothesize that states with predatory lending laws have higher,
systematic, interest rates on subprime mortgage loans as a result of higher regulatory compliance
costs.  To test their hypothesis, the authors perform two estimations with two different data sets.  In
the first, they use Home Mortgage Disclosure Data (HMDA) to examine the impact of lending laws
on the annual percentage rates (APRs) of a subprime loan.  The find no empirical evidence that
predatory lending laws lead to higher APRs.  In the second estimation, they rely on interest rate data
from LoanPerformance Inc. on securitized subprime loans which is a data set largely confined to the
top segment of the subprime population, known as the A- segment.  They find a small increase in
interest rate costs for fixed rate loans and a small decrease in interest rate costs for adjustable rate
loans.

Many states that adopted predatory lending laws did so to reduce the number of foreclosures
that are said to be the result, in part, from predatory loans.  The third classification of predatory
regulation literature investigates how these laws impact foreclosures.  For example, Rose (2008)
investigates the Chicago metropolitan area and determines that lending laws may or may not be
effective in influencing foreclosure rates.  His empirical analysis suggests that the relationship
between foreclosure rates and loan characteristics is complicated; not all limitations on lending
found in predatory lending laws reduce foreclosures.  Quercia et al. (2007) ask if loans with
predatory characteristics are associated with an increased likelihood of foreclosure.  These authors
find significant evidence to suggest that refinanced loans with specific predatory loan characteristics
are more likely to foreclose than other types of non-predatory loans.  Generally, these findings have
implications for the regulation of predatory, and other, type of lending.

A fourth subset of the predatory lending literature concerns the impact that predatory lending
laws have on bank performance as a result of regulatory compliance.  For example, Whalen (2008)
uses an event study approach to determine if the OCC’s preemption decisions in Georgia that allow
national banks to circumvent state predatory lending laws give an advantage to one charter type over
another.  Using stock values to measure wealth, Whalen (2008) finds that the preemption did not
create an advantage for national banks; only small, geographically diverse national banks witnessed
increased performance.  He offers the possibility that preemption reduced these small bank costs
attributable to regulatory compliance and scale.  Whalen (2008) is the only work that considers the
impact of predatory regulation on the lending institutions.  Consequently, there is room for further
analysis on the issue of the impact of predatory regulation on the institutions affected by the laws.

A comprehensive review of the regulatory costs in banking is found in Elliehausen (1998).
In this work, Elliehausen carefully documents the research related to methods of measuring
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regulatory costs including case studies, surveys, and econometric analysis, among others.  Across
all methodologies, the findings are consistent: regulation increases the cost of delivering banking
products and services.  Further, compliance costs are significantly greater for smaller banks.  That
is, there are scale economies for regulatory costs in banking.

Given the overwhelming evidence found in Elliehausen (1998), it seems safe to assume that
regulation increases bank costs.  Consequently, it is reasonable to ask if predatory lending regulation
laws put state bank performance at a disadvantage relative to national banks.  In doing so, this paper
makes several important contributions to the literature.  First, to the author’s knowledge, there is no
existing work, outside of Whalen (2008), that investigate how predatory lending laws impact bank
performance.  If banks pursue lending strategies to maximize their profits and if laws are created to
change the nature of lending, it seems this would negatively impact bank profitability and stability.
Whalen (2008) admits that there is no empirical evidence related to these issues so that the debate
about both predatory lending and the preemption’s effects on banks is ongoing.  Where Whalen
(2008) considered the impact at bank holding companies on their wealth (stock value), this paper
considers several measures of bank performance using balance sheet and income statement data.

Second, this paper relies on some unique data that has not been utilized in the literature to
date.  The three most common sources of data in the predatory lending literature are the HMDA data
used by Pennington-Cross and Ho (2008), Ho and Pennington-Cross (2006 and 2008), Bostic et al.
(2008) and Whalen (2008), the HUD data used in Harvey and Nigro (2004), Ho and Pennington-
Cross (2006) and Bostic et al. (2008) and the LoanPerformance Inc. data (a private data vendor) in
Pennington-Cross and Ho (2008), Li and Ernst (2007), Quercia et al. (2007), Demyanyk and
Hermert (2008), and Rose (2008).  A less utilized data source in the literature is the American
Financial Services Association data in Elliehausen and Nigro (2004).  This paper follows existing
literature by utilizing the HMDA Aggregate Reports data to identify the banks in our sample and
then relies on the FDIC for firm level data.  However, this paper also utilizes survey data from the
Conference of State Bank Supervisors to identify the legal bank environment in each state.

IDENTIFICATION AND ESTIMATION 

The hypothesis tested in this paper is that the OCC’s preemption of state predatory lending
laws improves the performance and stability of nationally chartered banks relative to state charted
banks in those states with predatory lending laws.  To empirically test this hypothesis, a difference-
in-difference-in-differences (DDD) model is estimated.  Before presenting this, however, the sample
of states with and without predatory lending laws is described.  

Identifying which states have predatory lending laws is not as straightforward as one may
expect because there are different definitions of predatory lending laws.  There are two primary
existing works that attempt to quantify state predatory lending laws; these are Ho and Pennington-
Cross (2006) and Bostic et al. (2008).  Ho and Pennington-Cross (2006) construct three indexes for
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each state; one captures the extent to which the state law broadens HOEPA; a second captures how
restrictive each state is relative to others; and the third combines the first two for an overall measure
of regulatory rigor.  The difference in these indexes highlights the variation across states and also
provides evidence for identifying which states have a greater regulatory burden.  In their work, Ho
and Pennington-Cross (2006) focus on states with laws that use triggers similar to HOEPA to define
an abusive loan.  Consequently, some states with predatory lending laws, but without triggers, are
not in their sample.  

Bostic et al. (2008) also construct predatory lending indexes for each state.  However, these
authors differentiate between anti-predatory lending laws and what they call “mini-HOEPA” laws.
Mini-HOEPA laws are typically triggered below the national HOEPA triggers, but state differences
remain in terms of enforcement and restrictions.  Predatory lending laws are, to these authors,
statutes or regulation of prepayment penalties, balloon clauses or other loan characteristics that are
often considered predatory.  Using their definition of both predatory lending laws and mini-HOEPA
laws, Bostic et al. (2008) determine that by January 1, 2007, only six states (Arizona, Delaware,
Montana, North Dakota, Oregon, and South Dakota) had no predatory lending laws or mini-HOEPA
laws in place.  Because Ho and Pennington-Cross (2006) use a sample of banks and because Bostic
et al. (2008) use a broader definition of predatory lending laws, these two works do not identify the
same states in the creation of their indexes.

To complicate matters, the “Profile of State Chartered Banking” (2008) at the Conference
of State Bank Supervisors (CSBS), surveys state banking authorities on a wide range of budget, cost,
and regulatory issues.  The survey in the most recent profile (2008), asks the state authorities if there
are predatory lending laws in their state during the 2006-2007 period.  Alabama, Alaska, Arizona,
Delaware, Hawaii, Indiana, Iowa, Louisiana, Michigan, Missouri, Montana, Nebraska, New
Hampshire, North Dakota, Oregon, South Dakota, Texas, Utah, Virginia, Washington, and Wyoming
all indicate that there are no predatory lending laws in place.  Because of inconsistencies in these
three data sources, the authors contacted directly the state bank authorities for clarification.  These
conversations relieved that Texas, Michigan, Indiana, and Utah do have predatory lending laws.
Consequently, we identify seventeen states without predatory lending laws using the survey data.

Since this list of seventeen is generally consistent with Ho and Pennington-Cross (2006), we
use this as our sample of states without predatory lending laws.  Table 1 lists all states; those with
shading are identified by the “Profile of State Chartered Banking” (2008) and confirmed by author
interviews as not having predatory lending laws and those listings without shading do have
predatory lending laws.  The effective date of the law is identified in the second column.  The final
two columns indicate the index calculated by Ho and Pennington-Cross (2006) and by Bostic et al.
(2008).  In both cases, a higher number indicates more restrictive lending laws.
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Table 1.  Predatory Lending Laws and Legal Indices

States Effective Year of Predatory
Lending Law

Full State Index from Ho and
Pennington-Cross (2006)

Full State Index from
Bostic et al. (2008)

Alaska

Alabama

Arizona

Arkansas 7/16/2003 8 6.56

California 7/01/2002 11 4.93

Colorado 6/07/2002 13 4.18

Connecticut 10/02/2001 10 4.88

Delaware

Florida 10/2/2002 4 3.75

Georgia 10/2/2002 16 6.83

Hawaii

Idaho 7/01/2003

Illinois 1/01/2004 13 8.11

Indiana 2/04/2005 11 6.76

Iowa

Kansas 4/04/1999

Kentucky 6/24/2003 9 5.86

Louisiana

Maine 9/13/2003 4 3.01

Maryland 5/16/2002 8 3.39

Massachusetts 3/22/2001 14 8.44

Michigan 12/23/02 5.99

Minnesota 8/01/2007 7.01

Mississippi 7/01/2002

Missouri

Montana

Nebraska

Nevada 10/01/2003 4 2.81

New Hampshire

New Jersey 11/27/2003 10.5 7.34

New Mexico 1/01/2004 17 9.90
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New York 4/01/2003 10 5.82

North Carolina 10/01/1999 11 6.40

North Dakota

Ohio 2/22/2002 6 3.47

Oklahoma 1/01/2004 9 4.29

Oregon

Pennsylvania 6/21/2001 7 3.47

Rhode Island 12/31/2006

South Carolina 1/01/2004 9 4.80

South Dakota

Tennessee 1/01/2007

Texas 9/01/2001 8 4.34

Utah 9/01/2004 6 3.91

Vermont 9/16/1998

Virginia

Washington

West Virginia 6/4/2002 9.00

Wisconsin 2/01/2005 5

Wyoming

Source: State Profile of State Chartered Banking (2008) and author interviews with state bank authorities to determine
if there is regulation in place (all non-shaded states) and for the effective date; Ho and Pennington-Cross (2006) for
their full index which captures the law at the end of 2004,  and Bostic et al. (2008) for their full, additive index for
2004-2005.

Since we are interested in learning how the preemption by the OCC of state predatory
lending impacts national bank performance relative to state bank performance, our sample requires
banks operating under state predatory lending laws and a control sample of banks not operating
under state predatory lending laws.  While one option is to simply compare bank performance at the
state level between the different legal environments, it may be more instructive to consider bank
performance at a more micro level.  To that end, this paper uses metropolitan statistical area (MSA)
level data to compare bank performance, by charter type, in MSAs with and without predatory
lending laws.  The process of selecting MSAs relies on first identifying the largest six MSAs in each
legal environment: those states with and those without predatory lending laws.  The U.S. Census
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Bureau identifies the MSAs by population rank and, as of July 1, 2008, table 2 identifies the largest
six MSAs for those states with and without predatory lending laws.

Recall that Bostic et al. (2008) claim that only six states, at the beginning of 2007, do not
have predatory lending laws.  This is because Bostic et al. use a different definition of predatory
lending than do some state authorities.  To test the robustness of our sample and results, we also
collect data on the largest MSA in each of the six states identified in Bostic et al. (2008) and we will
apply the same estimation techniques to this sample as to the sample identified under the  Ho and
Pennington-Cross (2006) and “Profile of State Chartered Banking” (2008) procedure explained
above.  Table 2 also identifies the Bostic et al. (2008) sample.  

Table 2.  Largest MSAs in States with and without Predatory Lending Laws

6 Largest MSAs in states with Predatory
Lending Laws

6 Largest MSAs in States
without Predatory Lending

Laws

Largest MSAs in Bostic
Definition of non Predatory

Lending Law States

New York-Northern New Jersey-Long Island Phoenix-Mesa-Scottsdale Phoenix-Mesa-Scottsdale

Los Angeles-Long Beach-Santa Ana Seattle-Tacoma-Bellevue Sioux Falls

Chicago-Naperville-Joliet St. Louis Dover

Dallas-Fort Worth-Arlington Portland-Vancouver-Beaverton Portland-Vancouver-Beaverton

Philadelphia-Camden-Wilmington Kansas City Fargo

Houston-Sugarland-Baytown Richmond Billings

Once the MSAs are identified, the institutional directory at the FDIC identifies all
commercial banks headquartered in each MSA.  Several of the MSAs in our sample include more
than one state with conflicting predatory lending laws.  In these cases, for example, the Fargo  MSA
includes parts of Minnesota, the banks headquartered in states with inconsistent predatory lending
laws are removed from the sample (e.g. Minnesota banks who operate under predatory lending laws
are removed from this MSA).  Home Mortgage Disclosure Act (HMDA) Aggregate Reports identify
all banks and financial institutions headquartered in each MSA.  Using this list, all banks are cross-
listed with the FDIC’s Institutional Directory to determine if the bank is a commercial bank and to
determine its charter type.  We end up with three samples that will be used to test the hypothesis that
predatory lending laws impact bank performance.  The sample extends from 1999 through 2008.

To capture bank performance, we use three variables identified by Nippani and Green
(2002): 1) real return on equity (ROE); 2) real return on assets (ROA); and 3) real net interest
margin (NIM).  These are represented as PERFORMANCE in equation (1) below.  Data definitions
and sources are found in the Data Appendix.  The DDD model estimated in our analysis is as
follows:



12

Academy of Banking Studies Journal, Volume 10, Number 1, 2011

PERFORMANCEi,j,t = β0 + β1PLLi,j,t + β2OCCt + β3NATi,j,t+ β4NAT*PLL+ 
β5NAT*OCC+ β6OCC*PLL + β7NAT*OCC*PLL + β8STATEj + β9YEARt +
β10ACTIVITYi,j,t β11MARKETi,j,t + ε (1)

PLLi,j,t is a dummy variable equal to one if bank i in MSA j, at time t, is subject to predatory
lending laws, zero otherwise.  OCCt is a dummy equal to one for years 2004 through 2009, and
captures the decision by the Office of the Comptroller to preempt state predatory lending laws for
all nationally chartered banks, effective January 7, 2004 (Whalen, 2008).  NATi,j,t is a dummy
variable equal to one if bank i in MSA j at time t is a nationally chartered bank, zero otherwise.  

The various interaction terms relate to the DDD model.  Intuitively, a difference-in-
difference (DD) model compares two different groups over different time periods.  Frequently one
group is subject to an intervention or treatment in one period(s), but not the other period(s).  Another
group is not subject to the intervention in either period(s).  Rather than simply comparing the
treatment group before and after the intervention, the DD model nets out, or controls for, changes
in the non-treatment group that also occurred over the different periods.  In our case, the intervention
is the decision by the Comptroller to exempt national banks for state predatory lending laws.
However, what is the appropriate control group?  One DD model could compare national bank
performance with state bank performance in states with predatory lending laws.  Alternatively,
another DD model could compare national bank performance in states with predatory lending laws
to national bank performance in states without predatory lending laws.  The DDD model above is
a more robust model that uses both state banks in predatory lending law states and national banks
in non-predatory lending law states as controls.  The coefficient, β7, on the interaction term
NAT*OCC*PLL, provides the additional return to national banks after the Office of Comptroller’s
decision in predatory lending law states (for other examples of the difference-in-difference-in-
differences estimator see Wooldridge, 2007, Currie et al., 2009, and Acs and Nelson, 2004). 

Other variables in equation (1) are included as various controls.  STATEj is a dummy
variable for the state that MSA j is located in.  YEARt is a set of year dummy variables.
ACTIVITYi,j,t represents bank activity that can impact bank performance.  Specific variables
included in ACTIVITY are:   the real total amount of 1-4 family home loans extended by the bank
(ML) in hundreds of thousands of dollars.  During healthy times, it is expected that ML contributes
positively to bank performance.  However, during times of falling home values, it is expected that
ML hurts bank performance.  The ratio of 1-4 family mortgage loans made to low-income applicants
to total 1-4 family mortgage loans extended (LIM) is also included.  If low-income loan recipients
are at a higher risk of default, these loans may hurt bank performance.  The bank's real security
investments (SEC), in hundreds of thousands of dollars, are also included and since banks are
limited to government securities, these investments are low risk and should enhance, or at least not
hurt, bank performance.  Finally, banks' most important source of fund is deposits.  Consequently,
this is an important cost on their balance sheets.  To control for these costs, this paper relies on the
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real interest deposit expenses, IDE, at each bank in the sample, also measured in hundreds of
thousands of dollars.  It is expected to negatively impact bank performance since it represents a cost
to the bank.

Finally, equation (1) also contains several controls for the local market that each bank
operates within since the market structure certainly impacts bank performance:  the number of
financial institutions (NUM) either headquartered in the MSA or with branches in the MSA captures
the competitive nature of the MSA.  Real per capita personal income, PCPI, in thousands of dollars,
describes the borrowing population facing the banks.  Finally, the percentage change in home values
(HV) within the MSA is included.  Certainly, a declining house market will hurt bank performance
since the potential for loan defaults increases.  The regression specifications in equation (1) also
control for general movements in interest rates by including the prime rate, PRIME.

RESULTS

Results from estimating equation (1) on our three samples are presented in Tables 3-5.  Table
3 provides estimates using the Return on Assets (ROA) as the performance measure.  The full
sample, reported in the first column of results, consists of banks located in all the MSAs identified
in Table 2.  Thus the full sample includes states identified by both Ho Pennington-Cross (2006) and
Bostic (2008) as not having predatory lending laws and, of course, banks located in MSAs in states
with predatory lending laws.  The second column of results is based on the sample where states
without predatory lending laws are those identified by Ho Pennington-Cross (2006) and the Profile
of State Chartered Banking.  Finally, the third column is based on the sample where states without
predatory lending laws are limited to those identified by Bostic (2008).  Tables 4 and 5 present
results for the return on equity and net interest margin.

Table 3. DDD Model for the Impact of Predatory Lending Laws on National Bank Performance:
Real Return on Assets

Full Sample Profile of State Chartered
Banking (2008) and Ho and

Pennington-Cross (2006) Sample

Bostic et al. (2008) Sample

PLL 0.655***
(2.76)

0.637***
(2.70)

0.758***
(2.66)

OCC -0.803**
(2.47)

-1.275***
(5.01)

-2.175***
(2.95)

NAT 0.980***
(3.19)

0.866***
(2.79)

1.045***
(3.24)

NAT*PLL -1.162***
(3.41)

-1.046***
(3.05)

-1.235***
(3.47)
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Table 3. DDD Model for the Impact of Predatory Lending Laws on National Bank Performance:
Real Return on Assets

Full Sample Profile of State Chartered
Banking (2008) and Ho and

Pennington-Cross (2006) Sample

Bostic et al. (2008) Sample

Academy of Banking Studies Journal, Volume 10, Number 1, 2011

NAT*OCC -1.373**
(2.49)

-1.795***
(2.90)

-1.118*
(1.78)

OCC*PLL 0.117
(0.54)

0.153
(0.64)

1.645**
(2.55)

NAT*OCC*PLL 1.793***
(3.09)

2.218***
(3.43)

1.538**
(2.35)

ML -0.0006
(0.87)

0.0017
(1.23)

0.00001
(0.02)

LIM -1.109
(0.12)

4.357
(0.43)

-17.500
(1.28)

SEC 0.0011*
(1.65)

0.0085
(1.32)

0.0014**
(1.99)

IDE -0.0003
(0.08)

-0.0031
(0.71)

-0.0053
(1.16)

NUM 0.002
(0.74)

0.002
(0.77)

0.0031
(1.07)

HV 0.024***
(3.22)

0.025***
(3.47)

0.0326***
(4.21)

PCPI 0.036
(0.77)

0.001
(0.03)

0.0074
(1.30)

PRIME 0.068
(0.92)

0.101
(1.33)

0.0461
(0.46)

State Dummies Yes Yes Yes

Year Dummies Yes Yes Yes

N 8277 7922 6666

R2 0.030 0.027 0.035

Absolute value of the t statistic in parentheses.  A *,**, and *** represent statistical significance at the 10, 5, and 1
percent level, respectively.

Our main estimated coefficient of interest, β7, is on the interaction term NAT*OCC*PLL.
As shown in Table 3, national banks in states with predatory lending laws had a significant increase
in their return on assets after the Office of the Comptroller’s ruling exempting them from a state’s
predatory lending laws.  This is true regardless of the sample that is examined, i.e., regardless of the
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definition used to identify states without predatory lending laws.  The average return on assets for
the whole sample is 0.678, with a standard deviation of 5.24, so the increase to national banks of
1.793 is economically meaningful as well.

It is important to place this increase in the return on assets in context and recognize that it
is the marginal change in the return on assets for those banks in predatory lending states after the
OCC decision.  For example, Table 3 demonstrates that national banks had higher returns, ceteris
paribus, than state banks irrespective of location or time, demonstrated by the coefficient, β3, on
NAT.  Similarly, Table 3 also demonstrates that all banks performed more poorly after the Office
of the Comptroller’s ruling (2004), regardless of charter type, as seen by β2, the coefficient on OCC.
This is not surprising since this covers the 2004-2008 period and bank profits were compromised
as a part of the wider financial crises during this period.  

Table 4. DDD Model for the Impact of Predatory Lending Laws on National Bank Performance: Real
Return on Equity

Full Sample Profile of State Chartered
Banking (2008) and Ho and

Pennington-Cross (2006) Sample

Bostic et al. (2008)
Sample

PLL -1.233
(0.42)

-1.251
(0.46)

-0.806
(0.28)

OCC -4.657**
(2.34)

-11.182***
(8.78)

-6.714
(1.60)

NAT 6.592
(1.60)

6.459
(1.55)

7.572
(1.62)

NAT*PLL -7.752*
(1.64)

-7.611
(1.58)

-8.730*
(1.66)  

NAT*OCC -6.795*
(1.68)

-8.227**
(2.15)

-6.407
(1.36) 

OCC*PLL -1.368
(0.76)

-1.144
(0.61)

0.054
(0.01)

NAT*OCC*PLL 7.975*
(1.92)

9.409**
(2.41)

7.575
(1.58)

ML -0.001
(0.20)

0.007
(0.77)

-0.0004
(0.07)

LIM 23.095
(0.34)

19.846
(0.50)

43.076
(0.42)

SEC 0.014**
(2.10)

0.015**
(2.23)

0.015**
(2.20)

IDE 0.0054
 (0.11)

-0.021
(0.43)

-0.173
(0.36)
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Table 4. DDD Model for the Impact of Predatory Lending Laws on National Bank Performance: Real
Return on Equity

Full Sample Profile of State Chartered
Banking (2008) and Ho and

Pennington-Cross (2006) Sample

Bostic et al. (2008)
Sample
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NUM -0.078
(0.76)

-0.077
(0.75)

-0.084
(0.76)

HV 0.105
(1.40)

0.127*
(1.72)

0.093
(0.98)

PCPI 0.159
(1.32)

0.141
(1.13)

0.171
(1.40)

PRIME 0.644
(1.444)

0.371
(1.25)

0.724
(1.29)

State Dummies
Year Dummies
N
R2

Yes
Yes
8277
.010

Yes
Yes
7922
.010

Yes
Yes
6666
.010

Absolute value of the t statistic in parentheses.  A ,**, and ** represent statistical significance at the 10, 5, and 1
percent level, respectively.

The other interactions also show marginal effects for various place-time-charter type
groupings.  For example, the coefficient, β4,  on NAT*PLL indicates that national banks in those
states with predatory lending laws had a decrease in their profitability relative to their national bank
counterparts that were not subject to predatory lending laws.  Combined with the coefficient on
NAT*OCC*PLL, this suggests that the predatory lending laws compromised profitability for
national banks in general, but that this reduction was offset after the Office of the Comptroller’s
exemption.  This is consistent with the findings in Elliehausen (1998), who finds regulation
increases bank costs and hence reduces profit.  This finding is also consistent with the Comptroller's
concern that state predatory lending laws unnecessarily burden national banks.  Similarly, the
coefficient, β5, on NAT*OCC indicates that national bank profit was declining after 2004 relative
to earlier years, regardless of location.  

The above is best demonstrated with a few examples.  Consider the marginal impact on the
return on assets for national banks in predatory lending law states after the Comptroller’s decision.
In this case, NAT=1, PLL=1, and OCC=1.  Ceteris paribus, the marginal impact on the return on
assets is 0.207, calculated by summing the corresponding coefficients (0.655 – 0.803 + 0.980 -1.162
– 1.373 + 0.117 + 1.793).  Comparing this for state banks in predatory lending law states during the
same period (NAT=0, PLL=1, OCC=1) yields a marginal impact of -0.03 (0.655 – 0.803 + 0.117).
Similarly, the marginal impact on the return on assets for national banks in non-predatory lending
law states after the Comptroller’s decision (NAT=1, PLL=0, OCC=1) is -1.19 (-0.803 + 0.980 -
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1.373).  Even if one excludes the coefficient on OCC*PLL (0.117) due to it being statistically
insignificant the qualitative conclusions do not change: the national bank’s exemption from state
predatory lending laws reduced the negative impact of the financial crisis and improved their
profitability compared to their state-chartered counterparts and national bank counterparts in non-
predatory lending law states.

Other variables in the DDD regression are also statistically significant.  The results in Table
3 reveal, for example, higher real security holdings increase a bank’s ROA as does an increase in
home values.  Most of the other bank activity control variables are not statistically significant.

Tables 4 and 5 present similar conclusions when examining the bank’s real return on equity
(ROE) and net interest margin (NIM).  While not as statistically strong, Table 4 shows a significant
increase in a national bank’s ROE in predatory lending law states after the Office of Comptroller’s
decision.  The only exception is when Bostic’s (2008) sample of non-predatory lending law states
is used for comparison.  The increase, of 7.975 and 9.409 for the full and Ho and Pennington-Cross
(2006) samples respectively, is notable given the average ROE of 8.00 with a standard deviation of
57.02.  When examining NIM, a similar conclusion is reached, only this time it is the Bostic et al.
(2008) sample that is statistically significant.  The average NIM is 3.76 with a standard deviation
of 1.957.

Table 5. DDD Model for the Impact of Predatory Lending Laws on National Bank Performance:
Real Net Interest Margin

Full Sample Profile of State Chartered
Banking (2008) and Ho and

Pennington-Cross (2006) Sample

Bostic et al. (2008)
Sample

PLL -0.119
(1.12)

-0.189**
(2.21)

-0.084
(0.69)

OCC -1.328***
(6.52)

-1.000***
(10.68)

-1.667***
(6.60)

NAT 0.167
(1.55)

0.097
(1.57)

0.173
(1.49)

NAT*PLL -0.154
(1.05)

-0.089
(0.75)

-0.161
(1.06)

NAT*OCC -0.380**
(1.99)

-0.177
(1.37)

-0.415*
(1.63)

OCC*PLL 0.218**
(1.96)

0.0929
(0.96)

0.699***
(2.68)

NAT*OCC*PLL 0.415*
(1.87)

0.212
(1.25)

0.454*
(1.63)

ML -0.0027***
(4.04)

-0.0063***
(3.39)

-0.0023***
(3.70)
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Table 5. DDD Model for the Impact of Predatory Lending Laws on National Bank Performance:
Real Net Interest Margin

Full Sample Profile of State Chartered
Banking (2008) and Ho and

Pennington-Cross (2006) Sample

Bostic et al. (2008)
Sample
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LIM -0.885
(0.15)

-9.055**
(2.44)

0.784
(0.11)

SEC -0.0010
(1.07)

-0.0006
(0.64)

-0.0007
(0.71)

IDE 0.0028
(0.50)

0.0081
(1.17)

-0.0014
(0.27)

NUM -0.0019**
(1.96)

-0.0019**
(1.97)

-0.0027***
(2.69)

HV -0.003
(0.76)

-0.002
(0.71)

0.0002
(0.07)

PCPI -0.008***
(3.30)

-0.006***
(3.61)

-0.010***
(3.35)

PRIME 0.266***
(6.07)

0.218***
(11.00)

0.292***
(5.08)

State Dummies
Year Dummies
N
R2

Yes
Yes
8274
.194

Yes
Yes
7919
.267

Yes
Yes
6663
0.192

Absolute value of the t statistic in parentheses.  A ,**, and ** represent statistical significance at the 10, 5, and 1
percent level, respectively.

Recall that both Ho and Pennington Cross (2006) and Bostic et al. (2008) construct predatory
lending law indices that differentiate states by the severity of their predatory lending laws.  Including
these indices in the above regressions yielded a negative and statistically significant impact on ROA,
further suggesting that predatory lending laws harm bank performance.  However, the indices were
not statistically significant in the regressions on ROE and NIM.  

In summary, the above results suggest the national banks in states with predatory lending
laws benefited from the decision to exempt them from those laws, both relative to national banks
in states without predatory lending laws and compared to state banks in states with predatory lending
laws.
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CONCLUSION

The only existing research that investigates the impact of predatory lending laws on bank
performance is Whalen (2008) who finds that the Office of the Comptroller's preemption decision
did not significantly increase stock prices of national banks.  This study, which uses a much broader
sample of banks and different measures of bank worth, finds national bank performance improved
after the Comptroller's ruling when controlling for charter type and legal environment.  While not
directly comparable to Whalen due to the different measures of bank worth, these results do support
his argument that regulation may reduce revenue as well as the hypothesis in Ho and Pennington-
Cross (2007) that there may be a regulatory cost burden associated with predatory lending laws.
While we are unable to distinguish whether it is reduced revenue or increased costs that harm
performance, it is clear that nationally chartered banks in predatory lending law states outperform
their state bank counterparts and their national bank counterparts in non predatory lending states
after the Comptroller's ruling.  

Going back to the early 1990s, the federal government has been pursuing a set of policies
to increase access to homeownership.  An unintended consequence of these policies has been the
increased incidence of predatory lending practices.  The results of this paper suggest that
policymakers should be careful when trying to address predatory lending issues.  Costly regulation
is likely to hurt bank performance and poor performing banks will not be able to extend credit,
mortgage or otherwise, to that portion of the population targeted through federal policy.  If
regulation is too burdensome and too costly, it is possible that banks will respond by either
increasing costs to borrowers or restricting credit to higher risk borrowers.  Neither response by
banks will help achieve the wider homeownership goals that have characterized federal policy for
the past twenty years.
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Data Appendix:  Data Definitions and Sources

Variable Description Source

Dependent Variables

Real Return on Equity (ROE) Ratio of undivided profits to total assets at
commercial banks in the sample.

FDIC.gov

Real Return on Assets (ROA) Ratio of undivided profits to equity capital at
commercial banks in the sample.

FDIC.gov

Real Net Interest Margin (NIM) Ratio of difference in interest income and
interest expense to earning assets at commercial
banks in the sample.

FDIC.gov

Control for Local Market Conditions

Number of Financial Institutions (NUM) otal number of commercial banks
headquartered in the MSA.

FDIC.gov

Per Capita Personal Income (PCPI) Per capita personal income in the MSA. BEA/gov/regional/reis/

House Values (HV) Index of house prices in the MSA. FHFA.gov

Control for Legal Environment 

Binary Control (PLL)  simple control for states with and without
predatory lending laws = 0 if no laws and = 1 if
the states does have laws according to the date
the law was implemented.

o and Cross-Pennington
(2006), Bostic et al. (2008),
and the rofile of State
Chartered Banking (2008).

OCC Decision (OCC) A control for the OCCs decision to preempt
state predatory lending laws= 0 for 1999 – 2003
and = 1 for 2004 – 2009.

N.A.

Bank and Borrower Characteristics

Home Mortgages to Low-Income (LIM) Ratio of mortgage loans to low-income
applicants to total mortgages loans by the
commercial banks in the sample.

HMDA Disclosure Reports

Home Mortgage Loans (ML) Dollar value of 1-4 family home loans extended
by the commercial banks in the sample.

FDIC.gov

Securities Investments (SEC) Dollar value of securities investments by the
commercial banks in the sample.

FDIC.gov

Interest Deposit Expense (IDE) Dollar value of interest expense on deposits by
the commercial banks in the sample.

FDIC.gov

Other

CPI Consumer price index used to convert nominal
to real values.

BLS.gov

Prime Rate (PRIME) A general control for interest rate movements. stlouisfed.org.fred2.data.PRI
ME.txt
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ABSTRACT

The rating agencies usually charge fees of their rating assessments on the basis of the issuer
paying model. This pricing policy, however, can expose agencies to a risk of collusion, which can
undermine the investors’ trust in the rating service.

An analysis of the available literature highlights the lack of investigation into the economic
equilibrium of the single rating agencies and of assessments relating to the weight of the revenues
received from each issuer, compared to the overall business relationships. Actually regulatory
constraints define a monitoring procedure based only on the turnover of customers and on year by
year revenues without considering a multi-period approach that seems to be more useful for a
service like rating that is characterized by strong and long-lasting relationships. 

The aim of this article is to investigate the relationships established by the three top rating
agencies (Fitch, Moody’s and S&P) with each customer served, using the Customer Lifetime Value
model, for the time horizon 1999-2008. Results show that – as expected – a significant percentage
of the agencies’ revenues come from customers that require services on an ongoing basis and so,
as for other business, the value of relationship is high also in the rating industry. The analysis of
the characteristics of the agency-customer relationship is then completed with an assessment of the
best/worst customers served, which has revealed the importance of the duration of the relationship
and of the industry sector of the assessed entity in classifying the relevance of each customer.
Through a study of the possible impact of differentiated pricing policies, within the range of
variation declared by the agencies, the paper demonstrates that the degree of economic
independence could decrease significantly if the pricing policies of services requested by best
customers are more penalizing respect to those defined for others.

INTRODUCTION1

Rating agencies are information providers that deliver services aimed at reducing information
asymmetry on the financial market (Partnoy, 1999), by expressing  judgement summarizing the
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available public and private information (Cowan, 1991). The information value of the service
offered depends, in part, on the agency’s degree of independence on the rated entity, given that,
based on the agencies’ pricing policies, the rating services are charged directly to the rated entity
(Kuhner, 2001)2: by virtue of this independence they are acknowledged as External Credit
Assessment Institutions (Honohan, 2001).

Investigations into the economic and management balance of the agencies have highlighted
limited competition on the market (Partnoy, 2002), developing theoretical models for defining the
fee levels to apply for maximizing profit in the period (White, 2002). In the wake of the recent
bankruptcy of large companies rated by the agencies, the studies produced on the subject of the
independence of rating agencies tend to focus primarily on issues of governance and internal
controls (Coskun, 2008), or on the actual exploitation of situations of conflict of interest (Covitz,
Harrison 2003), while there are currently no papers investigating exposure to conflicts of interest,
as a result of the excessive economic dependence of the agencies from their customers.

The customer lifetime value (hereinafer CLV) is a consolidated model in the field of
marketing for discriminating customers on the basis of their economic relevance. The literature
highlights the preference for this type of approach, compared to the available alternatives (Kumar,
2008). By applying this model to the customers of rating agencies as well, it is possible to assess the
latters’ exposure to conflicts of interest (Coffee,1984), based on the favor accorded to issuer-
customers, to the detriment of investor-customers (Walter, 2004). The scarce transparency of certain
significant information for assessing relations with the single customers, typical of several rating
agencies (Committee of European Securities Regulators, 2009), however, requires a degree of
simplification/approximation when implementing the analysis model.

This article focuses on the aspects of the agencies’ economic independence (section 2.1), the
pricing policies adopted by the three top international rating agencies (Fitch, Moody’s and S&P)
(section 2.2) and the critical aspects related to the application of the CLV model to the agencies’
customers (section 2.3). The empirical analysis investigates the customers of the three agencies,
considering all the ratings issued in the observed time horizon and taking into account the fees and
costs related to the service offered, defines the value of each business relationship in the 1999-2008
time horizon. The description of the sample (section 3.1) is followed by a explanation of the
methodology to measure the agency’s customer portfolio and to estimate measures useful to identify
any potential conflicts of interest (section 3.2), with a discussion of the results for each of the three
agencies considered (section 3.3). The last section contains brief conclusions.

Generally speaking, results highlight a low level of exposure to collusion between agencies
and each customer, as a function of the revenues generated exclusively by the rating activities,
identifying several recurrent features of the agencies’ best customers. By differentiating the pricing
policy among customers, results change significantly: if higher fees are applied to more relevant
customers, the exposure to collusion increase significantly. 
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LITERATURE REVIEW

The Relevance Of Economic Independence For Rating Agencies

Rating agencies are firms that sell information services about investment risks (Sinclair,
1994), taking on the role of certifiers of the value of the rated assets (Millon, Thakor 1985): the
profitability of these enterprises is primarily based on their income, which is a result of the fees paid
by the customers requesting the rating services, and the costs incurred in delivering the service
(Mattarocci, 2005). The fees are paid to the rating agencies by the issuers of the debt securities to
be rated (hereinafter the issue ratings) (Cantor, Packer, 1994): remuneration by the customers,
however, exposes the agencies to potential conflicts of interest (Coffee, 1984), as a result of the
favour accorded to the issuer-customers, to the detriment of the investor-customers (Walter, 2004),
the solution of which depends on the agencies’ capacity to retain their reputation towards the
investors (Brookfield, Ormrod 2000). 

Exposure to conflicts of interest, and the effectiveness of the prevention measures adopted,
depend  on the importance of the personal advantages accruing to the party concerned (Demsky,
2003); as a rule, the impact of the conflicts of interest is expected to increase, the larger the size of
the rated entity compared to the certifier (DeAngelo, 1981) and the longer the duration of their
business relationship (Barber et al., 1987): the two key factors are relevant to assess the degree of
financial dependence of the certifier from its customers (Reynolds, Francis, 2000). The agencies
analysed here are the three top international rating agencies (Fight, 2001), which rate – both on a
solicited and unsolicited basis – all the security issues negotiated on the capital markets supervised
by the Securities and Exchange Commission (Basel Committee on Banking Supervision, 2006),
applying fees3 – in the case of solicited ratings – which do not appear to be consistent with a profit
maximization approach in light of the competitive conduct that features the market (White, 2002).
The agencies’ market coverage guarantees the possibility of diversifying their portfolios of
operations, albeit limitedly to the composition and volume of the capital markets: the market supply,
in fact, is rather concentrated, compared to the demand (Jewell, Livingston 2000), thus leading to
the repetition, over time, of relations with the agencies (Cantor, Packer 1995). Rating agencies are
exposed to the risk of economically depending, in a systemic manner, on the capital market
(Partnoy, 2006): economic dependence on their customers is an issue confirmed by the development
of activities aimed at diversifying the geographical areas, as well as the customers and products
(S&P, 2009). The pursuit of these objectives has determined the introduction, by the agencies, of
concentration limits to the turnover with respect to single issuers (Securities and Exchange
Commission, 2003). Generally speaking, smaller agencies feature a higher capacity to introduce
innovative products, due to their greater operational flexibility, despite the fact that their size
inevitably exposes them to a greater risk of economic dependence on the issuers (Fight, 2001). 
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The issue of economic dependence on their customers is addressed in the fundamental
principles of the code of conduct of the rating agencies laid down by the International Organization
Of Securities Commissions (IOSCO, 2004). In the section on the policies and procedures to ensure
their independence and prevent any potential conflicts of interest, the principles provide that, as a
rule, agencies should: abstain from any rating decisions when under the economic influence of
external subjects, including the issuers; guarantee their formal and substantial independence and
objectivity; assure that the rating assigned to the issuer is not influenced by any business
relationships. Among the practices and policies adopted by the agency for the purpose of achieving
the above mentioned objectives, the principles (as reviewed in 2008, IOSCO) provide that the
agency must disclose to the market those issuers from which it receives more than 10% of its annual
rating revenues. Based on the principles published by the IOSCO, the agencies have introduced
codes of conduct that take into account the recommendations also concerning their independence
from the issuers (Fitch Ratings, 2009; Moody’s 2008; Standard and Poor’s, 2007). The progress
made in the implementation of the fundamental principles of the code of conduct recommended by
the IOSCO has recently been investigated by the Committee of European Securities Regulators: in
the case of Fitch it was found that there were areas of improvement, with regard to disclosure on the
fees applied to issuers (Committee of European Securities Regulators, 2009).

As regards the relations between rating agencies and issuers, regulatory recognition plays
a key role, firstly in the United States, following the introduction of the register of Nationally
Recognized Statistical Ratings Organizations, followed by the New Basel Accord (Basel Committee
on Banking Supervision, 2008): by laying down a set of minimum requirements for agency
authorization, under the regulations, demand by the issuers has gradually shifted towards the
recognized agencies, determining a further concentration of the market (Partnoy,1999). A primary
role in the SEC’s focus on the financial independence of the Nationally Recognized Statistical
Ratings Organizations is played by structured finance: in this case, the issuers and/or arrangers of
the operations, which are generally very concentrated, frequently request ratings thus generating a
considerable flow of revenue for the agencies, with respect to their activities (Securities and
Exchange Commission, 2008). Within the framework of the translation of the New Basel Accord
into the EU Directives 2006/48/EC and 2006/49/EC (Official Journal of the European Union, 2006),
economic independence is one of the factors that the supervisory authorities must take into account
when deciding on agency recognition: exposure to conflicts of interest may be particularly serious
when an agency’s revenue-producing capacity depends on its principal customers, which might
affect risk assessment (Committee of European Banking Supervisors, 2006).
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The Pricing Policies Of The Rating Agencies

Within the issuer fee business model (Frost, 2010), the pricing policies adopted by the rating
agencies can vary according to the type of counterparty and the complexity of the assets to rate
(Smith, Walter, 2002). Generally speaking, issuers pay the agencies a one time fee for each issue:
in the case of issuers that frequently request rating services and/or of recurring issues, as in the case
of structured financial products, the agencies can offer issuers differential pricing policies (Hill,
2004). Rating agencies, in fact, offer issuers the option of either paying a flat annual fee, or, in the
case of recurring issues, a fee paid in accordance with the frequency of the issue of  the financial
instrument (White, 2002). The fees currently applied by the agencies (Table 1), the
representativeness of which can be generalized due to the small changes in the pricing policies over
time (Chen, 2004), highlight the comparability of the ranges of offered fees4, although the agencies
feature differing degrees of transparency to the public (Committee of European Securities
Regulators, 2009). 

Table 1. The fees applied by the rating agencies

Single ratings

Fitch
securities rating fee: the agency applies a fee of between 1,000$ and 750,000$
to each initial rating

Moody’s
one-time fee and relationship fee: the agency offers a fee for the initial rating
and for both surveillance activities and the rating of frequent issues. The fees
range between 1,500$ and 2,400,000$

S&P

one-time fee: the agency offers a fee for the initial rating, which can differ
based on the type of segment

Corporate Segment

• primarily, up to 4.25 base points per transaction

•  minimum fee of 70,000 $

Public Finance Segment

•  the fee varies based on the sector, organization, complexity and
amount of the transaction

•  generally speaking, the fee ranges between 2,500$ and 350,000$

•  the fee for large-scale transactions, i.e. in excess of 500,000,000$, is
determined on a case by case basis

Sovereigns Segment – The fee ranges between 60,000$ and 100,000$ 

Structured Finance Segment – The fee is limited to 12 basis points

Complex transaction fees – In this case the fees are higher
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Multiple ratings

Fitch
credit watch fee and relationship fee: the agency applies a fee for both
surveillance activities and the rating of frequent issues. These fees range
between 10,000$ and 1,500,000$ per year

Moody’s
the agency offers a fee for the rating of frequent issues that ranges between
1,500$ and 2,400,000$

S&P

annual fee: the agency offers alternative fees, compared to the ones described
above, to issuers or third parties that request frequent rating services during the
year 

surveillance fee: the agency offers fee for surveillance activities, in the case of
ratings classified under observation

Source: Fitch Ratings (2009), Moody’s  Investor Services (2008) and Standard and Poor’s (2009) 

With regard to the definition of general pricing policies, the size of the assets to be rated is
particularly significant because the issue rating production function features a predominance of
variable costs (Dittrich, 2007); moreover, if the segment and complexity of the issue are the same,
the reputational risk taken on the agency increases the higher the amount of the issue (Schwarcz,
2001), lacking any relationship between the fee applied and the rating assigned by the evaluator.
Therefore, even in the case of flat-rate fees, rating agencies tend to increase the basic fee – expressed
in terms of basis points – applied to the portion of issue that exceeds a certain threshold (Fridson,
1999). The fees applied by the agencies are generally more convenient in the case of ratings for
issues that exceed a maximum threshold beyond which the fee does not increase; in several cases,
rating agencies have applied an extra fee for the issuer’s first rating (White, 2002).

Once the rating has been attributed, the agencies make sure that it is not downgraded in time,
by means of surveillance activities (Sinclair, 2005): if the issue/issuer conditions change, to such
an extent as to require the classification of the rating under observation, the agencies may request
an ad hoc fee for these activities (Securities and Exchange Commission, 2008); furthermore, the
agencies can apply a fee for ordinary monitoring activities as well (Galil, 2003).

To the above mentioned fees we must add the commissions received by the agencies from
the issuers, for the delivery of ancillary services, such as, for example, the evaluation of mergers and
acquisitions concerning rated enterprises (Partnoy, 2006).

Historically, the fees paid by the issuers and/or third parties are the main source of revenue
for the agencies, even after the started to offer  other consulting and information services (Sylla,
2002): in the last few years, the agencies have attempted to develop the recurrent component of the
revenues generated by the fees paid by the issuers, compared to the occasional income represented
by the revenues produced by the fees remunerating the initial rating. This strategy is particularly
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significant for the purpose of maintaining the agencies’ economic independence, because the fees
currently applied by the agencies are not sufficient to maximize their profit (White, 2002), to the
point that issuers consider the fees paid to the agency very convenient, compared to the services
obtained in return and, generally speaking, customers have not had access to the ancillary services
offered by the same agency (Bond Market Association, 2006).

The Application of the Customer Relationship Value Model
to the Customers Portfolios of the Rating Agencies

The CLV model is a useful instrument for expressing a judgement on the convenience of
establishing a relationship with the single customer (Pfeifer, Askins and Conroy, 2005). The analysis
conducted according to this approach takes account of all the revenues and expenses related to the
single relationship and expressed in terms of the current value (Blattberg, Getz, and Thomas, 2001),
and examines the entire life of the relationship, considering also the value of the duration of the
relationship with the customer (Ryals, 2002). This approach is generally based on historical data,
for the purpose of identifying the characteristics of the best customers served and is only
subsequently integrated with forecasts, if available, on the future behaviour expected by the
customers (Hoekstra and Huizingh, 1999).

Collecting the necessary information for developing the assessment, however, features a
number of critical issues, which should be taken into account for the purpose of building a model
applicable to the rating agencies. The principal aspects that should be looked into are:

! the possibility of univocally identifying the number of potential customers and,
consequently, the likelihood of acquiring new customers;

! the duration of the relationship with each customer and the capacity to retain customers;
! the problems associated with estimating the costs of the rating process solely;
! the date of the incoming/outgoing flows;
! the presence of sales of goods and services to the agency customers also by companies

belonging to the group.

Customers portfolio evaluation does not depend only on the customers actually served, but
is also based on the importance of the customers with respect to all the people that could potentially
be interested in the goods or the services offered (Berger and Nada, 1998). The number of potential
customers of an rating agency is hard to identify ex-ante because the utility of the service depends
on the rated company’s interest in improving its relations with the market by reducing the
information asymmetry and, potentially, any company, whether listed or unlisted, might be
interested in the service. Moreover, each customer of an agency may also apply to more than one
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rater, to send out signals to the market about the quality of the services offered (Mattarocci, 2005),
wherefore we cannot rule out that a customer served by an agency might request a rating relating
to its creditworthiness (hereinafter issuer rating) and/or a rating of the quality of the issues made in
the year (hereinafter issue rating) from only one agency (Mattarocci, 2009). The estimate of the
number of potential customers which each agency can serve, therefore, cannot be made, unless one
makes an arbitrary assumption when identifying the potential market of the service offered.

Any firm offering financial services on the corporate market receives advantages less from
the presence of a number of subjects that sporadically enter into relations with the company itself,
and more from the capability to establish medium-to-long term relationships with the best customers
(Panda, 2003). Data about top rating agencies highlights that the relationship between rated entity
and rating agency features, in many cases and within the same year, the request for different
valuation services: with the exclusion of S&P,  in the 10 years taken into account the service request
primarily concerned issue rating (Diagram 1).

Diagram 1. Agency and customer relationship: number and type of services requested
 

Fitch Moody’s S&P 
Number of new ratings for the entities rated on a year by year basis 

 

New ratings classified by type of rating (issue and issuer rating) 

 

 

Source: Bloomberg data processed by the authors
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This feature is relevant for estimating the CLV because the analysis requires a focus on the
number of services requested simultaneously by each customer to the agency, without omitting the
fact that, in the case of continuous relationships, the agencies might define privileged pricing
policies5. 

Several features of the services offered by the agencies, such as the high costs for collecting
the qualified information for the attribution of the first rating to the issuer and/or to the issue (Hill,
2005) and the low marginal cost related to the delivery of further services to the same customer
(Fisch, 2005), determine a natural propensity by the agency to adopt mechanisms for facilitating the
retention of relationships over the years. Enterprises featuring similar services/products can
maximize their profit solely by considering medium-to-long timeframes, adopting effective
mechanisms capable of reducing the risk of customer loss (Heskett et al., 1994). The study of the
relationships between the three agencies and their customers confirms the thesis presented above
and highlights their capacity of offering effective solutions for minimizing customer loss rates.

Diagram 2. Percentage and type of customer abandonment for the three top rating agencies
worldwide between 1999 and 2008

 
Fitch  Moody’s S&P 

Percentage of companies declared un-ratable respect to total rated companies 

 

Percentage of lost customers acquired by competitors 

 
 

 
 

Source: Bloomberg data processed by the authors
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The analysis of rating agency customers shows that, year by year, the number of lost
customers, compared to the total number of rated enterprises, accounts for only a minor share of the
managed customer portfolio (1.6% for Fitch, 0.01% for Moody’s and 6.64% for S&P, respectively).
The choice to no longer rate an enterprise by a rating agency may depend on the enterprise no longer
being interested in communicating this information to the market or on the enterprise’s decision to
replace the agency with another one operating on the market. The literature on customer relationship
highlights how the enterprise’s focus should be on situations featuring areas of improvements, i.e.
when the loss of a customer can be ascribed to the incapacity to provide quality services at least
equal to those offered by the other market competitors (Hogan, Lemon and Libai, 2003). The
analysis of the data relating to the three top rating agencies highlights how customer abandonment
is not necessarily the result of their switching to a competitor (21.55% of cases for Fitch, 88.89%
of cases for Moody’s and 100% of cases for S&P) and the relationship that is established represents
a “lost for good” scenario, in which it does not appear convenient to replace the service provider
(Dwyer, 1997).

The rating market features a high concentration level with a small number of agencies, as
a result of the fact that profitability can only be achieved if one can offer one’s services to a large
number of customers (Kerwer, 2005). The main cost items for rating activities, in fact, are related
to employee costs (wages, performance premiums, travel expenses, training, etc…), asset
depreciation/amortization, the leasing of premises and legal, financial and technical consulting
expenses (Moody’s, 2009). Therefore, rating services offered to issuers by rating agencies feature
low rating-specific costs and high fixed costs for setting up the structure and organization needed
to provide services of suitable quality to a certain level of customers, with significant opportunities
for economies of scale, which explains the request of a specific fee for initial issuer rating5 posed,
sometimes, by rating agencies. The type of organization adopted by rating agencies features a large
mix of common costs given that, also with regard to staff, it is not easy to limit the geographical area
of operations (AMF, 2008) and, therefore, it is impossible to assign specific costs to each customer-
agency relationship. When determining the cost for each relationship, moreover, it is necessary to
distinguish between an initial relationship phase and a subsequent monitoring or surveillance phase
of the relationship: in the former case the costs related to the use of the available resources for the
initial rating of the issuer and the issue are the highest, while in the latter case the monitoring costs
are usually rather low. In the case of agencies that belong to a larger group, the charging of
company-specific expense items may be complex, because some of the related expenses may be
outsourced to dedicated units with the task of offering support services to all the group member
companies. 

The analysis of the structure of the financial flows related to the supply of services by an
agency features some unusual traits. The fees are paid for the services provided, therefore the
revenues are contextual with the customer rating expenses, with advance financial inflows compared
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to the rating surveillance costs. Cost determination is generally without any random or contingent
factors, because the fee paid is not linked to the effect that the rating will have on the enterprise’s
standing and, therefore, there are no hurdles  in building the schedule of incoming flows. The only
revenue-related random factor is the possible up-front request for rating surveillance and/or
observation activities. The outgoing flows essentially depend on the customer surveillance costs
during the rating relationship and, although it is not possible to estimate them with accuracy, they
can be reliably determined ex-post, with respect to the pro-quota costs for the single issues, based
on the total costs incurred each year and the number of ratings.    

Rating agencies generally belong to medium-to-large groups (White, 2002) and within the
group there can be synergies between the different members, in connection with the possibility of
offering related services. Cross-selling, in fact, can determine the need of assessing the impact of
the pricing policies, and of the customer loyalty enhancement measures, applied by the single
member on the demand for related services offered by the other group members (Bolton, Lemon and
Verhoef, 2004). The implementation of this approach presupposes access to detailed information
on the single group members, for the purpose of assessing the relevance of the cross-selling on the
agencies’ profitability, with respect to each customer (Csikos, 2005).

EMPIRICAL ANALYSIS

The Sample 

The empirical analysis considers all ratings (issuers and issues) produced by the three top
international players in the worldwide market (Fitch, S&P and Moody’s) in the period between 1999
and 20086. The time horizon considered is coherent with the best practices identified in the literature
on marketing, which highlight the suitability of applying the CLV model to medium length and
preferably 10-year time horizons (Bechwati and Eshhi, 2002). The dataset contains 20,389 firms
and, due to the request of more than one rating by each firm, the overall sample studied includes
435,333 rating. The constructed sample is highly diversified on the basis of the geographical area
and sector even if there is a natural predominance of ratings related to US-based issuers / issues for
each of the agencies considered (Diagram 3). 

The reclassification of the single ratings according to the rated entity allows an assessment
of the frequency of the rating services requested by each customer to the agencies and of the
relevance of relationship persistence in the rating market (Diagram 4).
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Diagram 3. Characteristics of the sample
 

Sample classified by year and rating agency Sample classified by nationality of the rated entity 

 

 

 

 
 

Source: Bloomberg data processed by the authors

Diagram 4. Relationships between the single customers and the rating agency
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Source: Bloomberg data processed by the authors
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The analysis of the frequency of the rating services requested by the customers highlights
how, regardless of the agency, each year over 68% of the rated entities required no more than 2
ratings, and only in very few cases did a customer require more than 5 ratings (1% on average). Over
the entire time horizon, however, the percentage of customers requesting more than 5 ratings was
rather significant (23.67% for Fitch, 13.04% for Moody’s and 11.07%  for S&P), although a large
majority of customers required no more than 2 ratings (48.29% for Fitch, 58.71% for Moody’s and
59.70% for S&P). 

The survey data has been supplemented, where necessary, with information collected from
the rating agencies’ official balance sheets, using the company documents in the case of Moody’s
and the consolidated group statements in the case of Fitch and S&P (namely Fimalac and McGraw
Hill, respectively).

Methodology

The CLV for each agency customer, based on the available data relating to the customer-
agency relationship, takes into account only the revenues from the rating services proper and the
average rating-related costs and expenses. The applied formula considers all yearly net profit
(revenues net of costs) for the period 1999-2008 actualized at the beginning of the time period
(1999), in formulas:
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where:

nnit is the number of new ratings for the i-enth customer that, at the time t-1, was not
rated by the agency;

neit is the number of ratings in the year t for the i-enth customer already rated by the
agency;

feet is the fee applied by the agency for each service;
multiple feet is the fee applied for multiple ratings, if provided for by the agency;

 is the fee required for customer surveillance purposes;
tfeeceSurveillan

 are the average costs incurred for the rating service offered to a new
tcvn

customers; 
are the average costs incurred for the rating service offered to an existing

tcve
customers;
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WACCt is the weighted average cost of capital for the rating agency at year t
estimated using the indirect approach based on the basis of the balance sheet
data.

The data relating to the fees applied to the single customers have been extracted directly from
the documents produced and disclosed by the rating agencies. The available information allow to
define only the range for each agency and so in the analysis a number of different scenarios has
taken into account: from the application of maximum and minimum fees, in a non-discriminatory
manner, to all the customers served, to the extreme hypothesis in which maximum fees are applied
only to those customers requesting the highest number of ratings while applying the mean fees to
all the other customers. Moreover, with regard to fees revenues, the rated entity’s is assumed rational
and able to plan the number of rating requested in medium-to-long term: based on these
assumptions, the revenue for the agency is represented by the minimum between the revenue from
the sale of services with fees applied in proportion to the number of requested ratings and the
corresponding revenue in the case a special fee is applied for multiple ratings.

With regard to the revenues and costs related to surveillance fees, the analysis has taken into
account the published rating data (source: Bloomberg) and the official balance sheet by the agencies,
for the purpose of assessing the amount of rating costs incurred in connection with the number of
ratings for new customers and/or the rating of existing customers (Table 2).

Table 2. Estimate of the rating costs incurred in connection with the customers served by the agencies

1999 2000 2001 2002 2003 2004 2005 2006 2007 2008

Revenues from
new customers
(mln $)

Fitch 12.11 0.77 1.08 1.2 30.78 34.93 43.37 29.94 79.52 61.44

Moody’s 224.32 231.82 310.17 420.67 506.83 585.18 714.18 836.3 569.57 614.4

S&P 813.24 696.2 599.26 526.98 599.23 696.11 767.88 1003.33 1218.03 473.8

Revenues from
existing
customers
(mln $)

Fitch 146.39 9.28 13.09 14.55 372.12 368.87 433.23 533.7 543.88 422.56

Moody’s 277.88 287.18 384.23 521.13 627.87 724.92 884.72 803.5 1210.33 590.3

S&P 1075.09 920.37 792.21 696.66 792.17 920.24 1015.12 1069.67 1045.97 1281

Costs for new
customers
(mln $)*

Fitch 98.26 64.29 83.09 92.32 23.14 26.36 29.81 23.68 62.86 38.79

Moody’s 103.54 102.96 132.17 178.09 213.33 236.73 296.59 348.74 263.97 340.53

S&P 595.01 523.64 474.38 428.46 578.42 720.06 879.79 840.2 907.47 431.69

Costs for
existing
customers
(mln $)*

Fitch 11.88 7.77 10.04 11.16 27.98 27.83 29.78 42.21 43 26.68

Moody’s 128.26 127.54 163.73 220.61 264.27 293.27 367.41 335.06 560.93 327.17

S&P 78.66 69.22 62.71 56.64 76.47 95.19 116.31 89.57 77.93 116.72
* For years in which detailed data on costs incurred in the official documents produced by the agency are not available, the value has been
estimated assuming proportionality between costs and the ratio between revenues from new customers and those from existing customers.

Source: Rating agencies’ balance sheet data processed by the authors
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The average surveillance fee, and of the costs related to ratings for new and existing
customers, has been estimated taking into account the balance sheet data mentioned above and the
information collected from Bloomberg about the number of existing ratings and new ratings for each
year. The formulas are as follows:

(2)
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The average weighted cost of the capital has been estimated using the indirect method and
taking into balance sheet data for the period between 1999 and 2008. The decision not to use market
data is a result of the type of analysis made (a retrospective approach). The choice to use the balance
sheet historical data is also influenced by the characteristics of the surveyed agencies that normally
are not listed in official markets (only Moody’s is listed) and generally use of medium-to-long term
financing solutions offered by financial intermediaries, for which an equivalent market value cannot
be estimated objectively.

The customer portfolio of the three agencies, therefore, has been analysed by arranging the
customers according to the estimated CLV for each customer, measuring the difference between the
expected reference distribution of the contribution by the single agency’s customer and the real one
(Colombo and Jiang, 1999). The reference distribution is the standard uniform distribution in which
the degree of economic independence of the rating agency is the maximum.

The difference observed between the fair distribution and real distribution scenarios has been
summarized by means of standard indexes for measuring concentration, such as the Gini coefficient
and the Schultz index (Mulhern, 1999), as follows:
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where the value of the Gini coefficient (G) is determined as the difference between the area
associated with the reference distribution and the area associated with the real distribution, while
the Schultz index is the maximum difference between the two compared distributions. 

In literature the assumption that all customers have the same relevance respect to the firm
seem to be unrealistic and for some type of goods and services authors proposed to use a Poisson
distribution as a benchmark in order to evaluate the maximum degree of acceptable concentration
of customers’ portfolios (Schimttlein and Peterson, 1994). In order to define to take into account the
limits of the uniform distribution for the service analysed, the cumulative Poisson distribution is also
constructed in order to define the worst acceptable scenario and to study the difference of value
assumed by Gini coefficient and Schultz index respect to this hypothesis.

Once the level of concentration of the customer portfolio for each agency had been defined,
the distinctive features of the best and worst customers were surveyed, to check whether or not there
were distinctive customer characteristics with larger or smaller CLV. This analysis was carried out
by breaking up the CLV distribution into quartiles and studying the first and last quartile of the
distribution with descriptive statistical techniques.

The last proposed analysis determined the CLV of the customer portfolio assuming the
application of differential fees for the best and worst customers and then checking the impact of this
change in the pricing policy on the concentration of the customer portfolio by studying the Gini
coefficient and Schultz index.

Results

The analysis of the agency’s customer portfolio was conducted taking into account the CLV
of all the customers served by the agency, according to different rating service prices, and then
reconstructing the cumulative distribution for the entire customer portfolio. The first analysis takes
into account the application of equal fees for all customers (equal, respectively, to the minimum,
medium and maximum value of the range) and constructing the cumulative distribution of CLV for
the three rating agencies. In order to check the level of concentration of the profit, the real
cumulative distribution is compared to the fair distribution scenario of the portfolio and the highly
concentrated portfolio scenario, identified by means of the Poisson distribution7 (Diagram 5).
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Diagram 5. CLV for rating agencies’ customers
 

Rating agency Fee applied Fitch Moody’s S&P 

 Minimum fee 

G 100.00% 100.00% 100.00% Real 
distribution S $ 1,044,011.61 $ 842,227.30 $ 2,141,925.79 

GBMK 99.58% 99.79% 99.80% Poisson 
distribution SBMK $ 956.45 $ 0.00 $ 1878.53 

Medium fee 

G 73.77% 81.89% 86.75% Real 
distribution S $ 1,206,726.47 $ 6,357,715.36 $ 3,020,316.60 

GBMK 99.58% 99.79% 99.80% Poisson 
distribution SBMK $ 1,926,120.94 $ 9,539,151.82 $ 4,877,428.53 

Maximum fee 

G 71.81% 81.40% 81.99% Real 
distribution S $ 2,572,639.75 $ 13,241,271.97 $ 7,014,282.66 

GBMK 99.58% 99.79% 99.80% Poisson 
distribution SBMK $ 4,124,075.41 $ 19,916,439.92 $ 11,236,369.69 

Notes: 
 

   

  G = Gini coefficient (real vs uniform distribution)                           S = Schultz index (real vs uniform distribution) 
  GBMK = Gini coefficient (Poisson vs uniform distribution)         SMAX = Schultz index (Poisson vs uniform distribution) 

 

 

Source: Bloomberg rating agencies' balance sheet data processed by the authors

The analysis of the customer portfolio, assuming the application of the minimum fee to all
the customers served, highlights the financial non-sustainability of the service offered, because the
CLV is negative for almost all the portfolio and, consequently, the choice of applying particularly
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advantageous conditions to all the customers served leads to the destruction of the wealth created
by the agency.

By applying medium or maximum fees to each of the customers served we can identify
financially sustainable scenarios enabling the agencies to create value with the rating service. The
economic importance of an agency’s main customers is of particular significance, in that the
observed distribution differs considerably from the fair distribution (the Gini coefficients are
consistently in excess of 70% and, based on the Schultz index, maximum distances between the
effective value of the CLV and the theoretical value in excess even of a million dollars can be
observed). The comparison between the real distribution of the CLV and a theoretical distribution
characterized by a maximum concentration (Poisson distribution), however, highlights that the
characteristics of the rating agencies’ customer portfolio differ considerably in the situations of
maximum exposure to conflicts of interest.

In order to study the characteristics of the issuers that create the highest value for the
agencies, the cumulated distribution of the CLV has been stratified with respect to the year of the
first relationship with the agency, the geographical origin of the issuer, and its field of activity. The
distinction between the best and worst customers served has been carried out taking into account the
CLV distribution across the customers’ portfolio, and identifying as the best customers those
belonging to the first quartile and the worst as those belonging to the last one (Table 3).

The stratification of the cumulated distribution by year of first relationship highlights that
over 30% of the CLV of the best customers is concentrated among the relationships that started
before 1999. The same relationship cannot be observed with respect to the worst customers,
although this data should be interpreted in the light of the capital market dynamics, which have
determined a large-scale variability in the number of rated entities in each year, especially as regards
customers with an intermittent relationship with the agency. 

The break-down by geographical area allows to identify certain distinctive characteristics
of the best customers: consistently with the expectations, Moody’s and S&P show a predominant
concentration of best customers in the United States, while, surprisingly, with respect to the location
of the head office of the group to which it belongs and the strategic action lines for development
with a declaredly European outlook, also Fitch features a concentration of over half its best
customers in the United States. Having regard to the worst customers, no distinctive characteristics
can be observed if we take into account the the role of United States market with regard to
international rating operations.

The analysis of the issuer’s sector of operation highlights that banks, special purpose vehicles
and sovereign entities always recur among the most significant sectors for the agencies. These
sectors are complicated to assess and so, given that the fees applied by the agencies vary according
to the complexity of the rated entity (White, 2002), whereby we can reasonably assume that the
consideration of constant fees for these customers too determines the underestimation of the CLV.
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Table 3. The characteristics of the best and worst customers served identified on the basis of their CLV

Fitch Moody's S&P

First year of rating relationship

< 1999 Best Worst Best Worst Best Worst

1999 48.77% 18.99% <1999 35.39% 30.94% <1999 44.64% 20.89%

2000 4.64% 6.36% 1999 3.18% 7.54% 1999 3.99% 5.50%

2001 11.11% 31.33% 2000 17.87% 18.35% 2000 16.96% 14.85%

2002 5.65% 8.64% 2001 4.64% 8.21% 2001 4.24% 8.34%

2003 5.79% 8.18% 2002 4.61% 6.52% 2002 4.39% 6.51%

2004 7.81% 6.89% 2003 5.06% 6.42% 2003 4.89% 7.40%

2005 4.27% 8.08% 2004 3.30% 4.59% 2004 3.29% 8.88%

2006 5.18% 10.14% 2005 6.55% 5.96% 2005 4.99% 8.40%

2007 6.77% 0.87% 2006 7.04% 6.57% 2006 4.79% 9.59%

Home country of the rated entity

0.00% 0.52% 2007 12.36% 4.89% 2007 7.83% 9.64%

AU 1.23% 0.21% AU 1.58% 0.29% AU 1.89% 0.49%

BR 1.05% 0.19% BR 0.83% 0.24% BM 0.48% 0.19%

CA 4.90% 0.28% CA 2.53% 0.58% BR 0.60% 0.25%

DE 1.63% 0.93% DE 0.84% 0.53% CA 1.95% 0.99%

ES 0.95% 0.39% ES 0.49% 0.23% DE 1.39% 1.06%

FR 2.17% 0.59% FR 1.12% 0.40% ES 0.87% 0.15%

GB 7.52% 0.80% GB 3.89% 0.81% FR 1.76% 0.46%

IT 1.05% 0.49% IT 0.54% 0.31% GB 3.53% 1.03%

JP 6.66% 0.80% JP 3.44% 0.36% IT 0.77% 0.41%

NL 3.87% 0.23% KY 1.50% 0.23% JP 1.24% 1.17%

RU 1.14% 0.37% NL 2.00% 0.52% NL 1.52% 0.28%

TW 0.00% 0.32% RU 0.59% 0.26% RU 0.69% 0.36%

US 67.41% 9.93% US 34.83% 11.21% US 35.41% 9.35%

Altri
paesi

0.41% 84.45% Altri paesi 45.82% 84.02% Altri paesi 47.90% 83.79%
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Type of rated entity

Commercial banks
Not-US 

10.10% 4.98% Commercia
l banks not-
US 

8.67% 2.62% Commercia
l banks not-
US 

9.69% 1.92%

Commercial banks-
Central US 

0.67% 1.07% Electric-
Integrated 

3.17% 0.84% Electric-
integrated 

2.07% 0.73%

Commercial banks-
Eastern US 

1.11% 0.95% Finance-
invest
banker/
broker

2.31% 0.31% Life/health
insurance 

1.72% 0.80%

Electric-Integrated 3.60% 1.54% Finance -
Other
services 

3.38% 0.24% Multi-line
insurance 

1.69% 0.70%

Finance-invest.
banker/broker

2.02% 0.54% Life/health
insurance 

3.21% 0.26% Not
classifiable

15.28% 5.73%

Life/Health
Insurance 

3.90% 1.37% Money
center
banks 

2.37% 0.37% Property/ca
sualty ins. 

1.27% 0.60%

Not classifiable 17.06% 0.67% Not
classifiable 

7.65% 1.29% Sovereign 2.20% 0.63%

Sovereign 5.45% 1.05% Sovereign 1.34% 1.37% Special
purpose
entity 

4.24% 1.44%

Special purpose
entity 

8.68% 0.72% Special
purpose
entity 

6.57% 1.48% Telecom
services 

1.12% 0.36%

Other sectors 47.39% 87.12% Other
sectors

61.34% 91.21% Other
sectors

60.72% 87.11%

Source: Bloomberg rating agencies' balance sheet data processed by the authors

The hypothesis of constant fees applied for all customers has been overcame, considering
only the scenario of greatest interest for the aim of the paper (the collusion risk) and so assuming
that the highest price for the service is applied only to the customers who most frequently relate with
the agency. In order to classify the customers served, we have considered the number of ratings
requested to each agency in the survey period and then considered various possible thresholds for
the distribution of the number of ratings (from the 50th to the 90th percentile), to distinguish
between the customers served and those that request ratings on a more occasional basis. Once the
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customers have been segmented based on the frequency of the rating relationship established with
the agency, we have measure the value of the customer portfolio assuming the application, to the
most frequent customers, of the maximum fee asked by the agencies, while applying the medium
fee to all the other customers served8 (Table 4).

Table 4. The impact of differential pricing policies on the customer CLV

Distribution characteristics of the CLV with the application of differential fees

Threshold for identifying more
relevant customers

50% 60% 70% 80% 90%

Gini coefficient

Fitch 76.77% 76.46% 78.52% 81.30% 84.39%

Moody’s 85.37% 85.37% 86.23% 87.55% 88.90%

S&P 86.63% 86.63 87.89% 89.44% 91.16%

Schultz index

Fitch 2,633,866.76 2,630,377.86 2,650,986.37 2,750,287.82 2,984,093.58

Moody’s 13,703,195.39 13,793,195.39 13,924,409.05 14,384,173.84 15,396,299.68

S&P 7,232,657.68 7,232,657.68 7,670,642.25 8,336,877.25 8,874,850.62

Characteristics of the more relevant customers’ portfolio

Ratio of relevant customers respect 
to all

Fitch 48.13% 38.18% 29.54% 19.36% 9.49%

Moody’s 46.70% 35.87% 27.99% 17.77% 9.62%

S&P 49.64% 38.50% 28.61% 18.49% 9.83%

Ratio of relevant customers’ value
respect overall portfolio value

Fitch 91.65% 84.89% 75.48% 59.38% 35.55%

Moody’s 84.61% 77.44% 70.38% 57.68% 41.56%

S&P 100.00% 99.66% 91.88% 79.74% 61.23%

Source: Bloomberg rating agencies’ balance sheet data processed by the authors

The choice to define different pricing policies determines an increased concentration of the
portfolio, measured according to the Gini coefficient and the Schultz index, and the lower the
number of customers to which the higher fee is applied the higher the value of the portfolio, and
significantly so. If we compare the results relating to the Gini coefficient with the differential fees,
compared to the situation in which the maximum fee is applied to all the customers served, we can
observe a growth of this index ranging between 4%-5% (50% threshold) up to 7%-13% (90%
threshold). In particular, we can see that, precisely in the case of the largest rating agency, S&P,
there would be the highest level of concentration for thresholds in excess of 70%, with a fairly parity
of the customers’ importance compared to the total. 

This result should be interpreted in the light of the wide range that each agency establishes
for determining the fee to be applied: with a high degree of choice in the application of the fees, in
fact, the decision to apply the highest fees only to the most important customers may determine a
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particularly significant growth of the portfolio concentration. Greater detail as to how to apply the
fees within the range defined by the agencies would provide clearer signals as to the reduction of
the financial independence of the agency that might result from the application of differential pricing
policies.

CONCLUSIONS

Assuming that the agencies do not apply different price conditions, based on the importance
of single relationships with the customers, the analysis of the portfolio of customers served by the
agency highlights financial dependence in the application of minimum fees: this evidence confirms
the importance of cost-effective conditions in respect of rating activities, which, also as regards
building up the reputation of the rating agency, require higher prices than the marginal costs incurred
(Strauss, 2004). By raising the non-differential pricing policy to the medium and maximum fees, the
larger customers become more relevant, with respect to the total value created by the agency, even
though the composition of the customer portfolio of the agencies affects the relationship between
the growth of the created value and the increased concentration. By removing the assumption of
non-differential pricing policies and assuming that the maximum fees are applied to issuers who
most frequently request rating services, the figures show that even modest increases in their amount
can lead to a significant dependence of the agencies from their bigger customers. 

The results obtained provide some useful elements for considering the need to alter the
mechanism for monitoring the financial independence of the agencies, which is currently based on
the analysis of their annual turnover and the incidence of each customer on the turnover
(Commission of the European Communities, 2008), in favour of more complex approaches based
on the analysis of the agencies’ customer portfolios, taking into account longer time horizons and
assessing the relationship that exists between customer and supplier, not just on the basis of the
current relations, but also with regard to the prospects of future relationships established with any
customers in particular, compared to the total customer portfolio (Partnoy, 2006).

The implications of the results achieved are very important, with respect to the current
discussion on the business model of rating agencies, capable of reducing exposure to any conflicts
of interest inherent in the rating operations (Fitch Ratings, 2009a; Moody’s Investors Service,  2009;
S&P, 2009a), within a market which, in the light of the recent approval by the European Parliament
of the proposal to set up a register of recognized agencies and to introduce forms of supervision,
consistently with the regulations in force in the United States9, is exposed to the gradual further
concentration, in function of the value assigned to the regulatory certification recognized to the
ratings (Weber, Darbellay 2008). With regard to the supervisory procedures, the results provide
useful elements for assessing the need of modifying the mechanism for monitoring the economic
independence of the agencies, currently based on the analysis of their annual turnover and on the
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incidence of the single counterpart, in favour of the adoption of more complex approaches to the
analysis of the agencies’ customer portfolios, based on longer time horizons and future relationship
development perspectives.

The future investigation of the results achieved concerns the assessment of exposure to
conflicts of interest through the customer lifetime value (CLV) model, also taking into account the
profit contribution of the ancillary services provided by the agencies to the issuers (Frost, 2010) and,
in the light of the organizational models adopted by the agencies operating in international contexts,
the economic dependence from customers of the local branches, consistently with the studies already
carried out on other types of certifiers (Francis et al., 1999).

The adopted approach is based on the historical data, with a view to assessing the economic
importance of the single customers, implicitly assuming that the analysis of the past is a good proxy
for the future perspectives of the agency. Marketing studies have shown that, despite the analysis
of customer value is based on the relationship between the enterprise and the customer observed in
past years, in many cases the study of the past can lead to an erroneous classification of customers
(Malthouse and Blattberg, 2005). Therefore, in order to assess the relevance of the data produced
in the works on determining the independence of rating agencies, it is necessary to conduct a study
of the rating market capable of highlighting the relevance of historical data for predicting the future
relationship between rating agencies and rated entities.

ENDNOTES

1 The article is a joint effort by the two authors and the single sections could be ascribed as follows: sections 1,
2.1, 2.2, 4 by Lucia Gibilaro and sections 2.3 and 3 by Gianluca Mattarocci.

2 The payment of fees directly by the issuer-customer is a practice adopted by the top rating agencies for so-
called solicited ratings; on the contrary, unsolicited ratings require no relations between the rating agency and
the rated entity, for which reason the cost of the rating service cannot be charged to the customer (Baker and
Mansi, 2002), although cases are known in which issuers have been encouraged, by the rating agency, to pay
a fee even for unsolicited ratings (Lemov, 1996). Unsolicited ratings, however, account for only a limited share
of the agencies’ activity, especially as regards issuers and issues in developed countries (Van Roy, 2006).

3 See section 2.2 on the pricing policies of the agencies.

4 The manner of perception of fees by the agencies, in respect of the rating of structured finance transactions
relating to US residential mortgage-backed securities will undoubtedly be affected by the agreement reached
by the Attorney General of the United States with the three agencies, concerning the proposal to centralize the
fee collection  a fee-for-service to prevent rating shopping by customers. For further information see the
http://www.oag.state.ny.us/media_center/2008/jun/june5a_08.html website. With regard to the rating agencies’
position on the proposal: Moody’s  Investors Service (2009); Standard and Poor’s (2009a).
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5 For further details see section 2.1.

6 The choice of the time horizon is a result of the availability of financial reporting information and no
information on the single ratings was available for longer periods and/or updated.

7 In the estimate of the Poisson distribution, the value of lambda has been identified with the method of maximum
likelihood.

8 The survey has excluded the application of a minimum fee to all the other customers served, because in the
previous survey it was highlighted how these fees lead to a financially unsustainable result.

9 Commission of the European Communities (2008), Regulation of the European parliament and of the council
on credit rating agencies (proposal), 2008/0217 (COD), 12 November.
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U.S. FINANCIAL SERVICES INTEGRATION:
AN EVIDENCE IN BANKING AND INSURANCE

Yuan Yuan, University of Wisconsin – Whitewater

ABSTRACT

The enactment of Gramm-Leach-Bliley Act of 1999 promised the most fundamental reform
to be made in U.S. financial services regulation in more than half a century. Few doubted the
potential for GLB to have a profound impact on financial service providers and on the financial
market. We investigate the effects of integrating banking and insurance sectors of U.S. economy.
Using a unique dataset that links banking and insurance regulatory datasets, we evaluate market
structure and operating performance of financial institutions in the integrated banking and
insurance industry. 

The empirical evidence suggests both domestic assurbanks and bancassurers are large in
size and count for a significant portion of the banking and insurance market share. These firms are
more diversified in their traditional products with a focus on personal lines. Large bancassurers
appear more interested in investing in small-size life and property-liability subsidiaries. Large
assurbanks are more interested in acquiring small-size thrifts. Banks prefer to affiliate with life
insurance more than property-liability insurance. Insurers are more likely to affiliate with thrift
saving banks than commercial banks. Joint producers have higher profitability in their traditional
business lines. Bancassurers perform well in the insurance business, but most assurbanks lose
money in their banking division.

INTRODUCTION AND MOTIVATION

The enactment of the Financial Services Modernization Act1 of 1999 (known as the Gramm-
Leach-Bliley Act) promised the most fundamental reform in the U.S. financial services regulation
in more than half century. The Gramm-Leach-Bliley Act (GLB) repealed the depression era laws
and reflected the policy views of many competing political and business constituencies. GLB
intensified competition in financial services industry by eliminating legal and regulatory barriers
among different types of financial institutions. GLB permitted affiliations among financial entities
and allowed banks, insurers, securities firms and other financial services institutions to engage in
a complete set of financial activities, including commercial banking, insurance underwriting,
securities issuance, merchant banking, brokerage, etc. With the same kind of choices as they do in
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other industries, financial services consumers could take advantage of GLB and benefit from one-
stop shopping convenience. 

When GLB was passed after a decade debate, almost no one doubted the potential for GLB
to have a profound impact on U.S. financial markets. As the end of 2003 – under the GLB Act –
more than 600 companies operated as Financial Holding Companies (FHC) representing 78 percent
of the total assets of all Bank Holding Companies (BHC).  In addition, more than 1,300 FHCs/BHCs
became engaged in insurance agency or underwriting business and more than 2,500 insurance
companies, either through agents or risk bearing underwriters, were affiliated with commercial
banks and thrift institutions (BHC Statutory Financial Report multiple years and Federal Reserve
Report to Congress, 2003). 

GLB opened the door for further consolidation and it was expected to spur waves of cross-
sector mergers and acquisitions (M&As). However, massive cross-sector M&As did not occur.
Instead, banks bought specialized securities firms and acquired insurance agencies and brokerages
rather than acquiring insurance underwriting companies as had been predicted. Banks now control
some of the largest insurance brokerages companies. Insurance companies applied for new thrift
charters instead of commercial bank charters.2 

GLB represents a sharp break with traditional policy in the U.S., and it has already produced
radical changes in banking and insurance industry, and more is in prospect. However, the specific
ways in which GLB has affected the financial system are still widely open to question, especially
the extent to which formerly separate sectors of the financial services industries have combined to
take advantage of the newly permissive activities under GLB through the integration across sectors.

The research questions we investigate are as follows: 1) How were insurers involved in
banking, and how were banks involved in insurance prior to GLB? 2) What is the impact of GLB
on banks entering insurance and vise versa? 3) To what extent have firms in the banking and
insurance industries combined to proceed into each other’s traditional lines of business under GLB?
4) What are the characteristics and performance of the firms that have chosen to go beyond their
traditional product lines?  The answers to questions like these will be invaluable to a variety of
constituents as they will the need to make policy recommendations based almost solely upon
anecdotal stories and survey data following passage of GLB.  

The remainder of this paper is organized as follows: Section 2 discusses the history of U.S.
financial integration and reviews GLB and its effects on banking and insurance industries. Section
3 reviews the literature and Section 4 describes the construction of dataset. In Section 5 we identify
the domestic assurbanks and bancassurers. Sections 6 and 7 present the market analysis and discuss
the results. Section 8 concludes the study.
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HISTORY OF U.S. FINANCIAL INTEGRATION AND GLB ACT

Prior to 1999, U.S. financial services were statutorily separated into three broad sectors:
banking, insurance, and securities. The securities sector was one area of the financial services
industry that exhibited significant crossover with banks. The Glass-Steagall Act of 1933 established
a wall between commercial banking and investment banking after the failure of 11,000 commercial
banks during the Great Depression. The 1933 Act prohibited banks from principally engaging in
underwriting securities. However, in 1986, Federal Reserve Board (FRB) eased these restrictions
by raising the limits of bank-ineligible securities activities to less than 5 percent of BHC’s total
revenue. The revenue limit was raised to 10 percent in 1989 and to 25 percent in 1996. These
securities subsidiaries are called “Section 20 companies.”

Unlike affiliations between banks and securities companies, affiliations between banks and
insurance companies have been highly restricted since the early 1900s. GLB totally lifted barriers
which restricted competition across financial sectors. Because of the lack of data for security firms
relevant to banking and insurance, this study focuses on the integration across U.S. banking and
insurance sectors.

Definition of Assurbanking and Bancassurance 

A financial conglomerate is commonly defined as any group of companies under common
management control that provides services, predominantly in two or more of the three major
financial services sectors (Skipper & Kwon, 2007, p.p. 656). We differentiate between bank-initiated
and insurer-initiated financial conglomerates and, therefore, define bancassurance and assurbanking
as follows: Bancassurance is the process of a bank selling insurance products manufactured by
insurance subsidiaries that are owned by the bank, either through its own distribution channels or
through outside agents. Assurbanking is the process of an insurance company selling banking
products manufactured by banking subsidiaries that are owned by the insurer. Instead of focusing
on distribution and cross-selling, our definition focuses on the manufacturing of cross-sector
financial service product, and encompasses integration of production, management, and controlling
rights. 

Insurance Involvement in Banking Pre-GLB

Insurance companies have been highly constrained in their ability to penetrate the banking
market compared to the access of their banking counterparts. In the early 1900s, in New York (and
a few other states), policies restricted the ability of insurance companies to invest in common stocks.
Insurance companies were required to divest themselves of bank stocks and were prohibited from
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acting as underwriters for securities or engaging in securities syndications. In competition with
banks, insurance companies in the 1950s began entering the home mortgage market and made
commercial loans. In the 1960s, a series of M&As occurred in the insurance industry, which
sometimes involved non-insurance businesses including banks and thrifts. In response, the National
Association of Insurance Commissioners (NAIC) approved a model insurance holding company
statue to impose restrictions on companies intending to acquire insurers and on target companies the
insurers intended to acquire. The model statue was subsequently adopted by most states. Under the
model statue, state regulators had the power to oversee the activities of an insurance holding
company and its non-insurance subsidiaries. 

Prior to GLB, in an effort to meet bank competition, insurers found ways around the Bank
Holding Company Act (BHCA) prohibition of affiliating banking and insurance activities. The most
popular strategy involved insurers acquiring unitary thrift holding companies, non-bank banks, and
limited purpose trust companies. The Savings and Loan Holding Company Act (SLHCA) of 19673

provided that a company owning only one single thrift was a unitary thrift holding company and was
not subject to any restrictions on other activities undertaken. Therefore, an insurance company or
its holding company could legally purchase one and only one thrift institution. A second strategy
allowing insurers to enter banking was to operate non-bank banks. The BHCA of 1956 defined a
bank as an institution that “both accepted demand deposits and made commercial loans.” Insurance
companies exploited this definition by establishing a non-bank bank that either accepted saving
deposits but not demand deposits, or one that made consumer loans not commercial loans.4 A third
strategy was to establish a limited purpose trust company, which was not considered a bank if it
accepted only trust funds (not demand deposits) and did not offer FDIC insurance on these deposits.

Bank Involvement in Insurance Pre-GLB 

From a historical perspective, BHCs, national banks, state-chartered banks and thrift saving
banks have long possessed federal and state permission to engage in a range of insurance activities.5

In 1916, Section 92 of National Banking Act (NBA),6 the first time, prescribed the legislative
scheme for giving national banks the authority to sell insurance. National banks were empowered
to locate and sell insurance in any place with no more than 5,000 in population – the famous “place
of 5,000” provision. During the Great Depression era, banking and securities activities were
separated, and affiliations between commercial banks and securities companies were highly
prohibited by the Glass-Steagall Act of 1933. 

For BHCs, Section 4(c)(8) of the Bank Holding Company Act (BHCA) of 19567 permitted
BHCs to engage in activities of a “financial, fiduciary or insurance nature,” which included
insurance agency activities. However, FRB still did not approve general insurance underwriting for
BHCs during 1950 to 1970. In 1971, FRB first promulgated a list of permissible non-banking
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activities for BHCs, including permissible insurance activities in what was known as Regulation Y.
However, a decade later, Congress passed the Garn-St. Germain Act (GSGA) of 19828 that rolled
back Regulation Y and prohibited BHCs from providing insurance as principal underwriters, agents
or brokers, with such exemptions as: BHCs could underwrite and sell credit life insurance, credit
accident and health insurance, and mortgage related insurance; BHCs could act as agent or broker
for property insurance on loan collateral; BHCs could sell general insurance in towns of less than
5,000 inhabitants; small BHCs with total assets of less than $50 million could engage in any
insurance agency activities, except for annuities and life insurance sales; BHCs engaging in
insurance agency activities before, 1982 were allowed to continue. Under Regulation K, BHCs were
allowed to own foreign insurance companies and were permitted to underwrite or sell any type of
insurance overseas without restriction.9

National banks, which are chartered by the Office of the Comptroller of the Currency (OCC),
could exercise the powers contained in NBA and the regulations promulgated by OCC. There are
two sources of authority for national banks engaging in insurance activities: Section 24 and the
“place of 5,000” exception in Section 92 of NBA. Section 24 did not permit national banks to
engage in insurance agency or underwriting business in general. However, OCC recognized
exceptions to this general rule and approved the underwriting and selling of title insurance, credit
related insurance, and mortgage guaranty reinsurance, as well as acted as an agent in the sale of
municipal bond insurance, mortgage reinsurance, and crop insurance. Since 1986, OCC expanded
national banks’ insurance powers under the “place of 5,000” exception by allowing national banks
or their branches, located in any place with a population of 5000 or less, to sell insurance to their
customers located anywhere in the nation.

State banks are chartered by individual states, and their ability to diversify into insurance
industry varies by state. For years, a number of states allowed their state banks to provide insurance
services to customers, e.g., South Dakota and Delaware led the way in authorizing insurance
activities for banks chartered in their states. In 1991, Federal Deposit Insurance Corporation
Improvement Act (FDICIA)10 limited the activities of any FDIC-insured state-chartered banks acting
as a principal to the activities permissible for national banks. However, state-chartered banks could
still engage in agency activities authorized by state-chartered authorities. Other insurance activities
could be authorized under FDICIA if permitted under state law. FDICIA specifically prohibited state
banks from underwriting insurance except to the extent permitted for national banks and
grandfathered underwriting activities. By the end of 1998, 40 states allowed state banks to operate
insurance agencies, increasing from 22 states in 1995.

The Office of Thrift Supervision (OTS) is the regulatory supervisor of federally chartered
saving banks and federal and state-chartered saving associations and their holding companies.11

Since the 1970s, insurance selling has been a pre-approved activity for thrift institutions. Under
federal law, thrifts may engage in non-thrift activities through their service corporation subsidiaries.
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Multiple savings and loan holding companies12 were generally limited in their non-thrift activities,
but they were permitted to engage in insurance agency business. However, a unitary savings and
loan holding company and its non-thrift subsidiaries were not restricted with respect to the activities
they could engage in. Thus, unitary savings and loan holding companies could legally own insurance
companies (either agents or risk-bearing underwriters). By licensing with OTS as a unitary savings
and loan holding company, insurance companies could purchase one, and only one, thrift institution.
In summary, insurance companies in the U.S. have historically had a difficult time offering a wide
range of banking products prior to the passage of GLB. Banks, however, could act as agents or
brokers selling insurance products but were severely limited in what they could do as far as
underwriting insurance products. Given regulations prohibiting most banks from producing
insurance prior to GLB, some U.S. banks attempted to enter the insurance business by designing
new products, which incorporated insurance features. These insurance-like products included, for
example, municipal bond guarantee insurance, which was allowed by OCC in 1985, and the CD
annuity introduced by several small banks, which permitted the annuitization of an amount deposited
into a CD.

Gramm-Leach-Bliley Act of 1999

On November 12, 1999, President Clinton signed into law the Gramm-Leach-Bliley Act. The
law allowed banks of all sizes to be able to offer their customers a wide range of financial products
and services manufactured by the same financial service conglomerate. In addition, other types of
financial companies – insurance and securities companies, or even, financial technology companies
were able to more readily form into a single financial operation. Numerous financial products across
sectors were permitted to be manufactured under one roof.

Impact on Banks Entering Insurance

GLB provides two vehicles to allow financial institutions to engage in new types of financial
activities or to affiliate with other financial companies: financial holding companies (FHCs) and
financial subsidiaries. FHCs, the more flexible of the two, may engage in new activities that are
financial in nature, including banking, merchant banking, securities, insurance underwriting or
agency through a holding company affiliate regulated by FRB. BHCs can apply and elect to be
FHCs and then conduct any activities permitted under GLB and BHCA. These activities must be 1)
financial in nature or incidental to such financial activity or 2) complementary to a financial activity
and present no substantial risk to the safety or soundness of the financial institutions or the financial
system. As of March 11, 2000, the effective date of GLB, FRB announced a list of the first 117
FHCs (Federal Reserve Board statistic release).  
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GLB provides banks with an alternative of using subsidiaries rather than FHCs as the vehicle
in new financial activities. A financial subsidiary, which can engage in most of the newly-authorized
activities, must be a direct subsidiary of a bank. The most important difference between FHCs and
the financial subsidiaries is that the latter is prohibited from engaging in certain financial activities
as a "principal.”13 Therefore, there is no requirement that a bank organization has to be part of an
FHC to engage in new activities (except for prohibited activities). Under GLB, neither national
banks nor their subsidiaries may underwrite insurance unless underwriting was permitted by OCC
rulings before January 1, 1999. National banks may still act as an insurance agent in offices of the
national bank located in a place of less than 5,000 inhabitants. In general, state banks are prohibited
by FDICIA from engaging in insurance underwriting even if permitted under state law, except to
the extent that the activity is permitted for national banks. The new insurance underwriting
restrictions for national banks in GLB also apply to state banks. A state bank may own a subsidiary
that engages in activities comparable to those permitted by GLB for the financial subsidiaries of
national banks.

GLB substantially expands the ability of banks to affiliate with any financial institutions,
such as insurance company or security firm. However, with limited exceptions, GLB withholds the
longstanding prohibition on banks affiliating with commercial companies. Recognizing that thrift
institutions have become much more similar to banks, GLB also prohibits commercial companies
from affiliating with thrift institutions and specifically acquiring a thrift institution through the
"unitary thrift holding company" vehicle.

Impact on Insurance Entering Banking 

Taking advantage of power granted by GLB, an insurance company and its holding company
can apply to become an FHC so that it can engage in any newly permissible activities. If an
insurance company elects to become an FHC, it may continue all prior lawful non-banking activities
as of September 30, 1999. In addition, insurance companies still have the option to expand into the
banking industry through the vehicle of saving and loan holding companies (SLHC). Following
GLB, OTS ruled that SLHCs are eligible to engage in the same list of activities permissible for
FHCs (Federal Register, November 8, 2001 issue). SLHCs generally are subject to revenue and other
restrictions applicable to BHCs and have to abide by conditions imposed by the Federal Reserve on
FHCs. 

Since the passage of GLB, the majority of insurers that have entered the banking sector have
done so by using SLHCs instead of FHCs. By 2005, more than 40 insurers were approved by OTS
as SLHCs and engaged in banking business through their thrift subsidiaries.14 Only one insurance
company, MetLife, chose to become an FHC and own a small commercial bank. The most likely
reason for this is the regulatory burden. FHCs and commercial banks are regulated by various
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regulators. For example, federally chartered commercial banks are regulated by OCC; state chartered
commercial banks are regulated by the state banking regulatory authorities; insured commercial
banks are also monitored by FDIC, and FHCs are regulated by the Federal Reserve. However, the
only regulator for thrifts and SLHCs is OTS. In addition, thrifts have much more freedom in
establishing branches and offices nationwide. Thrifts may do business in any state without
restrictions. In order to expand business to other states, commercial banks have to meet a variety of
requirements imposed by different states, e.g., branch restrictions. 

LITERATURE REVIEW

The available research on U.S. financial integration has been limited and mostly focused on
the immediate wealth effects of GLB and on the potential efficiency effects.  Using event-study
methodology, Carow (2001a) and Johnston & Madura (2000) investigated the 1999 merger of
Citicorp with Travelers, which signaled impending financial modernization, and found positive
market value gains for the merged entity, life insurers, large banks, and brokerage firms. Carow &
Heron (2002) examined the capital market reaction to GLB and found that only insurance and
investment companies were predicted to benefit from GLB. Carow (2001b) examined how a
reduction in the insurance industry’s barriers to bank entry affected firm market value. His evidence
suggested that insurance companies experienced a significant reduction in wealth surrounding OCC
and Supreme Court rulings while bank stock prices did not change significantly. However, Mamun,
Hassan & Maroney (2005a) and Neale & Peterson (2005) suggested that the main winners from
GLB were property-liability insurers followed by life insurers, and larger insurance companies
benefited more from GLB than others. 

The results of wealth effects on the banking industry are mixed. Akhigbe & Whyte (2001)
found positive valuation effects of GLB on the banking industry. Hendershott, Lee & Tompkins
(2002), on the other hand, did not find significant wealth effect of GLB on banks. A recent study by
Mamun, Hassan & Maroney (2005b) found the impact of GLB on the banking industry, including
welfare gains and decreased systematic risks exposures.  

A second series of papers attempted to estimate the potential efficiency gains of
consolidation. For example, Berger (2000) and Saunders & Walter (1994) argued that allowing
universal banking would enhance the efficiency of the financial service industry, without increasing
the risks to the financial system stability. Cummins, Tennyson & Weiss (1999) examined the
relationship between diversifying M&As, efficiency, and scale economies in the U.S. life insurance
industry over 1988-1995. They found that diversifying M&As within the life insurance industry had
a beneficial effect on efficiency (also see Gardner & Grace, 1993; Cummins & Zi, 1998). Berger,
Cummins, Weiss & Zi (2000) investigated economies of scope in the U.S. insurance industry by
studying diversified and specialist insurers for the period 1988-1992 and found cost scope
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economies and revenue scope diseconomies, as a result of providing life insurance and property-
liability insurance jointly. Berger, Hancock & Humphrey (1993) showed that diversification was
more efficient for banks in limited branching and statewide branching regulatory environments, and
specialization was more efficient for others in unit banking regulatory environments. Berger,
Humphrey & Pulley (1996) found little or no revenue scope efficiency between deposits and loans
in term of charging customers for joint consumption benefits. 

Although a number of studies have been done across products within a sector, only a handful
of studies exist on the cross-industry integration of the U.S. financial services. Yuan & Phillips
(2008) investigated efficiency effects from possible economies of scope and found a significant cost
scope diseconomies, revenue scope economies, and weak profit scope economies in the post-GLB
U.S. integrated banking and insurance sectors. By comparing the performance of BHCs/FHCs before
and after passage of GLB, Yeager, Yeager & Harshman (2007) did not find the evidence of cost
reductions or profit enhancements. They didn’t find significant synergies for banks engaging in
commercial banking, insurance underwriting, and merchant banking. However, their study focused
on bancassurers only and still leaves the question open for assurbanks, the insurers who are doing
banking business. Whalen (1999a, 1999b) examined the overseas insurance activities and securities
activities of U.S. BHCs for the period from 1987 to 1997. Whalen found that average returns on both
foreign insurance and securities activities were higher than traditional banking activities and that the
combination of insurance and securities business in banks can noticeably improve a bank’s risk and
return opportunities. 

Berger (2000) and Malkonen (2004) theoretically analyzed the efficiency and competitive
implications of financial conglomeration. Berger (2000) suggested that integration across financial
services industry increased the potential for efficiency gains and that integration may bring greater
revenue efficiency gains than cost efficiency gains with most of the gains coming from risk
diversification benefits. Malkonen (2004) suggested that conglomeration triggers competition in the
credit market and increases profits in insurance. His model showed that cost-efficiency gains were
fully passed to consumers and aggregate risk in the financial markets was reduced, suggesting lower
capital requirements for financial conglomerates. 

Since affiliation across industries was prohibited prior to GLB, research in this area has
mostly progressed using simulated data.  Boyd, Graham & Hewitt (1993) examined the effect of
BHC mergers with non-bank financial firms. Using simulated data, they found that BHC mergers
with life and property/casualty insurance companies reduced risk. Wall, Reichert & Mohanty (1993)
focused on the question of whether deregulating commercial bank activities would affect a banks’
riskiness by examining the portfolio effects of combining bank activities with non-bank financial
activities. Their results suggested that portfolios, along with certain industries in which banks have
been seeking to remove barriers to growth, offer significant opportunities for increasing return while
lowering risk. Reichert & Wall (2000) and Wall, et al. (1993) suggested that efficient diversification
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may change over time, perhaps due to such factors as macroeconomic environments or advancing
technologies. Allen & Jagtiani (2000) created a synthetic financial conglomerate consisting of one
bank, one securities firm, and one insurance company. They showed lower overall risk but higher
systematic risk in the banking industry because of integration. 

DATA

The regulatory data sets in the U.S. covering financial service firms are product specific. We
use a unique dataset by Yuan & Phillips (2008), who constructed a linking variable to match the
unique company identifiers between the banking and insurance regulatory datasets. The datasets
come from a variety of sources, including National Association of Insurance Commissioners (NAIC)
insurance data sets, Bank Holding Company Financial Report (BHCFR, Federal Reserve’s FR Y9-
C), Commercial Banks Call Report (CALL), and Thrift Financial Report (TFR), Federal Reserve
Structure Report (FEDSR), and Thrift Holding Company Structure Report (THCFR). These data sets
contain financial and domicile information for almost all insurance companies, BHCs, FHCs,
commercial banks, and thrifts operating in the United States for our research period over 2003 –
2005.15  

Firms under common ownership in the combined data set are aggregated to the group level.
We separately aggregate each group’s life, property-liability, commercial banks, and saving bank
subsidiaries to obtain the divisional totals. A firm is treated as a single producer with up to four
business divisions – life insurance division, property-liability insurance division, commercial
banking division, and thrift division. Inactive firms with non-positive total assets, liabilities, or net
worth are eliminated, which leaves the data sets 90 joint producers,16 1,346 insurance specialists, and
7,261 bank specialists for the year 2003. Since almost all joint producers in our data are large, we
then focus on large financial institutions licensed as insurers or banks in the U.S. Following the
literature (e.g., Berger & Mester, 1997, 2003), we further excluded joint producers with less than
$1 billion total assets, banks with less than $1 billion total assets, and insurers with less than $600
million total assets. The final data sample consists of 88 joint producers, 204 insurance specialists,
and 461 bank specialists for the year 2003. These firms include 182 life insurers, 191 property-
liability insurers, 437 commercial banks, and 185 thrifts, which account for about 98 percent life
insurance industry assets, 94 percent property-liability insurance assets, 88 percent commercial
banks assets, and 81 percent thrifts assets. 17
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ASSURBANKS AND BANCASSURERS: WHO ARE THEY?

We first identify the major assurbanks and bancassurers in the post-GLB U.S. economy.
Table 1 presents a summary of assurbanks and bancassurers over the period 2003 – 2005. The
statistical patterns in Table 1 are similar and stable over the three year period.18 

Table 1:  Insurance Underwriting Net Income / Total Net Income,   Insurance Income / Non-interest Income
This table provides three years statistics summary for insurers with banking business (Assurbanks), banks with insurance
underwriting business (Bancassurers), and banks with insurance agency business only. The statistics reported include the

number of firms, the mean and median of the ratio of net insurance underwriting income to total net income, and the mean and
median of the ratio of insurance income to non-interest income.

Panel A: 2003

% ins. underwriting net income % ins. Income / non-interest  income

# Firms Mean Median Mean Median

Assurbanks 44 87.58% 97.74% NA NA

Bancassurers 44 19.50% 3.00% 8.09% 3.99%

Banks w/ ins. agency only 1251 NA NA 5.60% 1.72%

Panel B: 2004

Assurbanks 41 89.27% 99.16% NA NA

Bancassurers 45 23.67% 2.94% 10.57% 5.60%

Banks w/ ins. agency only 1327 NA NA 5.84% 1.80%

Panel C: 2005

Assurbanks 42 90.61% 99.28% NA NA

Bancassurers 45 24.93% 4.01% 10.09% 5.23%

Banks w/ ins. agency only 1331 NA NA 5.91% 1.74%

Assurbanks

By the end of 2003, 44 insurance groups had banking operations and were classified as
“assurbanks.” Table 2 Panel A lists the ten largest assurbanks for the year 2003 in terms of asset
size. MetLife, with $12.1 million net loss from its banking businesses, was the only insurer to elect
to be organized as FHC.  Among them, 33 assurbanks utilized the SLHC vehicle into the banking
market. The remaining assurbanks, grandfathered by various exemption provisions, owned either
non-bank banks or trust companies. Among the top ten assurbanks, only AIG, ING, and Nationwide
had net income gains from their banking activities, with all others reporting losses in their banking
subsidiaries. Of the 44 assurbanks included in the study, 24 had net income gains from banking
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activities with an average of 12.4 percent total net income earned from banking business (Table 1)
while almost half earned less than 3 percent profit from banking activities (median 2.3 percent). 

ING Direct is a thrift subsidiary of ING Group. Its successful banking operation in the U.S.
makes it stand out from the others. Opened for business in September 2000, ING Direct has become
the country's largest internet-based bank and the fourth-largest thrift bank. As a standalone thrift
division of the Dutch financial service conglomerate, ING Direct USA runs on a direct-to-the-
customer operation, and does not cross-sell with its affiliates. There are no branches, no ATMs, no
fees, and no minimum deposits. Only a limited number of products are offered: savings accounts,
a few certificates of deposit, and a handful of mutual funds. The simplicity of the model allows them
to operate at very low cost. Although ING Direct is an example of a conglomeration, it is one which
affiliates with various financial institutions but shows no effort to integrate. Instead, their standalone,
simple, straight forward business model creates their success. However, under pressure from various
stakeholders including the European Commission following ING’s acceptance of state aid from the
Dutch Government during the financial crisis of 2008, ING has decided to sell its insurance
subsidiaries and ING Direct in a strategy the company referred to as its “Back to Basics” strategy.

Bancassurers

From the enactment date of GLB to the end of 2003, more than 630 BHCs have converted
to FHC status. Although the number of FHCs was much smaller than the number of BHCs, these
FHCs controlled 78 percent of all commercial banking assets as of the first quarter of 2003 (Federal
Reserve Board Report to Congress, 2003). In 2003, 44 top tier FHCs/BHCs19 reported general
insurance underwriting business and 1,251 top tier FHCs/BHCs reported insurance agency business
(with or without insurance underwriting) in their regulatory financial report. Table 2 Panel B lists
the top 10 banking groups in terms of total insurance underwriting income. Not surprisingly,
Citigroup is at the top of the list. It is interesting to note that even though Citigroup spun off its
property-liability segment in 2002 and its life segment in 2005, 7.04 percent of its net income was
from its insurance businesses in 2003. Unlike the largest 10 assurbanks, all the top 10 bancassurers
reported gains from their insurance underwriting subsidiaries.
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Table 2:  Top 10 Assurbanks and Bancassurers.
This table lists the top 10 assurbanks and the top 10 bancassurers, their structure types, and some selected key operating

information. 

Panel A: Top 10 Assurbanks (in terms of Total Asset)
Assurbanks Name Structure

Type
Total
Asset
($M)

Underwrit
Income
($M)

Underwrit
Net Income

($M)

Bank
Interest
Income
($M)

Bank Net
Income
($M)

Total Net
Income
($M)

% Bank Net
Inc. to Total

Net Inc.

American Intrnl Grp SLHC 370,656 52,613.6 6,370.9 31.9 7.6 6,378.4 0.12%

Metlife, Inc. FHC 326,842 34,125.5 2,121.5 33.2 -12.1 2,109.4 -0.57%

Prudential of Amer SLHC 245,757 19,902.5 1,122.7 42.2 -8.2 1,114.5 -0.74%

Tiaa Family of co SLHC 154,415 8,973.1 1,314.1 0.5 -7.8 1,306.4 -0.59%

Ing Usa Holding Corp SLHC 166,490 20,533.2 527.9 563.0 68.2 596.1 11.45%

State Farm SLHC 148,548 48,899.9 2,835.8 299.7 -20.5 2,815.2 -0.730%

New York Life Grp SLHC 138,694 14,955.9 864.1 0.3 -0.5 863.6 -0.06%

Nationwide Corp SLHC 136,052 25,198.8 1,763.7 0.5 3.3 1,767.0 0.19%

Allstate Corporation SLHC 121,354 33,543.9 3,618.1 27.5 -3.3 3,614.8 -0.09%

Northwestern Mut SLHC 113,890 10,277.6 552.9 0.2 -2.3 550.5 -0.42%

Panel B: Top 10 Bancassurers (in terms of Underwriting Income)
Bancassurers Name Structure

Type
Total
Asset
($M)

Underwrit
Income
($M)

Underwrit
Net Income

($M)

Bank
Interest
Income
($M)

Total Net
Income
($M)

%Underwrt
Net Inc. to
Total Net

Inc.

%Ins. Inc. to
Non-interest

Inc.

Citigroup Inc. FHC 1,264,032 2,550.0 1,256.0 57,047.0 17,853.0 7.04% 10.57%

Countrywide Financial FHC 97,958 732.8 102.2 6,116.2 2,373.0 4.31% 20.40%

Wells Fargo & Company FHC 387,798 233.0 579.0 19,418.0 6,202.0 9.34% 8.65%

Bank One Corporation FHC 326,563 151.0 67.0 12,631.0 3,535.0 1.90% 5.95%

J.P. Morgan Chase & Co. FHC 770,912 104.0 20.0 23,444.0 6,719.0 0.30% 1.38%

HSBC North America Inc. FHC 125,950 72.3 9.3 4,592.8 996.9 0.93% 6.63%

Bank of America Corp FHC 736,487 69.2 74.8 31,056.3 10,810.5 0.69% 0.90%

CIBC Delaware Holdings FHC 39,210 62.6 34.2 969.6 -93.1 NA 5.90%

Wachovia Corporation FHC 401,032 60.0 33.0 15,080.0 4,264.0 0.77% 3.28%

National City Corporation FHC 113,933 55.6 16.9 5,978.8 2,117.1 0.80% 3.40%

Note: Assurbanks are insurers who sell banking products manufactured by their banking subsidiaries that are owned and
controlled.  Bancassurers are banks who sell insurance products, either through their own distribution channels or outside
agents, manufactured by their insurance subsidiaries that are owned and controlled.  
FHC: Financial Holding Co.
SLHC: Saving and Loan Holding Co.
NA: Total net income is negative
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Table 1 shows that bancassurers average 19.5 percent of total group net income from
insurance underwriting, but half average less than 3 percent. As fee income has become a more
important source of revenue for banks, these banking groups average 8.09 percent non-interest
income from insurance agency and underwriting income (median 3.99 percent). In addition to
insurance underwriting, banking groups sell insurance products through agencies they own. We
identify 1,251 FHCs/BHCs that conduct insurance business only as agents, whose insurance agency
business accounts for 5.6 percent of their total non-interest income (median 1.72 percent). In thrift
sector, only 9 thrifts took advantage of OTS rules allowing insurance underwriter subsidiaries
without becoming an FHC. Except for Washington Mutual Bank Group, these thrifts are much
smaller in size and have inconsequential effects on the thrift industry.

INSURANCE INDUSTRY IN INTEGRATION 

We next analyze the post-GLB U.S. banking and insurance industries from the aspects of
industry structure and firm performance. Individual insurers are divided into three groups: Non-
affiliated insurance companies (those without any affiliation with banks either through direct control
or through holding companies to which they belong); assurbanking-affiliated insurance companies20

(insurers affiliated with banks by either directly owning banks or through their holding companies);
bancassurance-affiliated insurance companies21 (those directly owned by banks or owned through
their insurance holding companies owned by banks); and bank-affiliated insurance companies
(referring to either assurbanking-affiliated or bancassurance-affiliated insurance companies).

Market Structure – Distribution and Size of Firms

As reported in Table 3, our data sample contains 36 assurbanking-affiliated life insurance
companies, 36 bancassurance-affiliated life insurance companies, and 110 non-affiliated life
insurance companies in 2003. Assurbanking-affiliated life insurance companies represented 19.8
percent of the life insurers in number, but accounted for 57.7 percent of total assets, 51.6 percent of
premiums written, and 53.4 percent of net income. Representing 19.8 percent of the life insurance
companies, bancassurance-affiliated life insurers accounted for only 7.3 percent of total assets, 7.0
percent of premiums written, and 9.8 percent of net income. The 60.4 percent non-affiliated life
insurers took the remaining one-third life insurance market share. 
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Table  3 Distribution of Firm s by Num ., Assets , Prem ium s, and Net Incom e  (Life -Health Insurers)

# Firms % Firms % Assets %Premiums % Net Income
ALL 182
-- Non-af f iliated 110 60.4% 35.0% 41.4% 36.8%
-- Af f iliated 72 39.6% 65.0% 58.6% 63.2%
    -- Assurbanking 36 19.8% 57.7% 51.6% 53.4%
    -- Bancassurance 36 19.8% 7.3% 7.0% 9.8%

Figure  3.a

Figure  3.b

This table provides the distribution and market share of  Life-Health (L/H) Insurers in terms of  number of  f irms, total asset, premium income 
(net premium earned), and net income.

Non-af f iliated L/H insurers are those w ithout any af f iliation (either direct control or through holding companies they belong to) w ith banks.  
Assurbanking-af f iliated L/H insurers are those directly ow ned by banks or ow ned through their holding companies, w hich are ow ned or 
controled by banks.  Bancassurance-af f iliated L/H insurers are those af f iliated w ith banks by directly holding banks or through their 
holding companies, w hich ow n or control banks.  A f f iliated L/H insurers refer to either Assurbanking-af f iliated L/H insurers or 
Bancassurance-af f iliated L/H insurers.
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Table 3.1 shows the distribution of property-liability insurers. In 2003, 25 assurbanking-
affiliated property-liability insurance companies represented 13.1 percent of the firms in number and
approximately one-third of industry assets, premiums written and profits. The 22 bancassurance-
affiliated property-liability insurers held 3.5 percent property-liability industry assets. The remaining
144 non-affiliated property-liability insurers controlled an approximate two-thirds share of the
industry assets, premiums written, and net income. This pattern suggests that banks appear less



68

Academy of Banking Studies Journal, Volume 10, Number 1, 2011

interested in property-liability sector compared with life sector, supporting the argument that banks
are more likely to begin their insurance business in the life sector (Carow, 2001b). 

Table  3.1 Distribution of Firm s by Num ., Assets , Prem ium s, and Net Incom e (Property-Liability Insurers)

# Firms % Firms % Assets %Premiums % Net Income
ALL 191
-- Non-af f iliated 144 75.4% 65.7% 58.0% 66.7%
-- Af f iliated 47 24.6% 34.3% 42.0% 33.3%
    -- Assurbanking 25 13.1% 30.9% 39.1% 32.8%
    -- Bancassurance 22 11.5% 3.5% 2.9% 0.4%

Figure  3.1.a

Figure 3.1.b

This table provides the distribution and market share of  Property-Liability (P/L) Insurers in terms of  number of  f irms, total asset, premium 
income (net premium earned), and net income.

Non-af f iliated P/L insurers are those w ithout any af f iliation (either direct control or through holding companies they belong to) w ith banks.  
Assurbanking-af f iliated P/L insurers are those directly ow ned by banks or ow ned through their holding companies, w hich are ow ned or 
controled by banks.  Bancassurance-af f iliated P/L insurers are those af f iliated w ith banks by directly holding banks or through their 
holding companies, w hich ow n or control banks.  A f f iliated P/L insurers refer to either Assurbanking-af f iliated P/L insurers or 
Bancassurance-af f iliated P/L insurers.
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Table 4 and 4.1 show the average firm size in terms of total assets, premiums written, and
net income. Assurbanking-affiliated life and property-liability insurers were significantly larger than
non-affiliated and bancassurance-affiliated insurers regardless of the metric used.  Bancassurance-
affiliated life and property-liability insurers were the smallest, but the average bancassurance-
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affiliated life insurer was not statistically different from the average non-affiliated life insurers in
terms of total assets and net income. 

Table 4 Firm  Size by Total Assets, Premiums, and Net Income -- (Life-Health Insurers)

Non-Affi. Aff iliated Assurbanking Bancassurance
# Firms 110 72 36 36

Total Assets 11,164.46 34,530.79 61,317.55 7,744.03
Premium Income 1,685.11 3,978.30 7,003.38 953.22
Net Income 103.84 297.05 501.71 92.40

Non-Affi. Aff iliated Assurbanking Bancassurance
Total Assets 2,282.10 2,656.45 21,231.63 125.96
Premium Income 484.48 363.93 3,095.84 9.63
Net Income 21.68 32.28 273.51 1.82

Non-affi.~ Af f i. Non-affi. ~ Assurb. Non-aff i. ~ Bancass. Assurb.~Bancass.
Total Assets 0.00 0.00 0.22 0.00
Premium Income 0.00 0.00 0.09 0.00
Net Income 0.01 0.01 0.41 0.00

Figure 4.a

Figure 4.b

This table provides average and median Life-Health (L/H) insurers' f irm size in terms of  total asset, premium income (net premium 
earned), and net income.  The P-value of t- test is also provided.

Non-aff iliated L/H insurers are those w ithout any aff iliation (either direct control or through holding companies they belong to) w ith banks. 
Assurbanking-affiliated L/H insurers are those directly ow ned by banks or ow ned through their holding companies, w hich are ow ned or 
controled by banks.  Bancassurance-af filiated L/H insurers are those affiliated w ith banks by directly holding banks or through their 
holding companies, w hich ow n or control banks.  Affiliated L/H insurers refer to either Assurbanking-aff iliated L/H insurers or 
Bancassurance-affiliated L/H insurers.
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Table 4.1 Firm  Size by Total Assets, Premiums, and Net Income -- (Property-Liability Insurers)

Non-Affi. Aff iliated Assurbanking Bancassurance
# Firms 144 47 25 22

Total Assets 5,131.53 9,077.07 15,344.38 1,955.13
Premium Income 1,336.28 3,273.66 5,733.38 478.52
Net Income 131.98 222.54 413.09 6.00

Non-Affi. Aff iliated Assurbanking Bancassurance
Total Assets 1,475.96 1,055.72 3,341.98 225.31
Premium Income 469.69 409.98 1,312.96 58.51
Net Income 22.68 36.11 59.69 8.87

Non-affi.~ Af f i. Non-affi. ~ Assurb. Non-aff i. ~ Bancass. Assurb.~Bancass.
Total Assets 0.11 0.04 0.02 0.01
Premium Income 0.06 0.03 0.01 0.01
Net Income 0.22 0.08 0.01 0.02

Figure 4.1.a

Figure 4.1.b

This table provides average and median Property-Liability (P/L) insurers' f irm size in terms of  total asset, premium income (net premium 
earned), and net income.  The P-value of t- test is also provided.

Non-aff iliated P/L insurers are those w ithout any affiliation (either direct control or through holding companies they belong to) w ith banks.  
Assurbanking-affiliated P/L insurers are those directly ow ned by banks or ow ned through their holding companies, w hich are ow ned or 
controled by banks.  Bancassurance-af filiated P/L insurers are those affiliated w ith banks by directly holding banks or through their 
holding companies, w hich ow n or control banks.  Affiliated P/L insurers refer to either Assurbanking-affiliated P/L insurers or 
Bancassurance-affiliated P/L insurers.
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Firm Performance 

We discuss insurers’ A.M. Best Strength Rating, business geographic patterns, and product
mix and diversification. We then explore the operating performance of the three insurer groups (non-
affiliated, assurbanking-affiliated, and bancassurance-affiliated) by conducting profitability,
leverage, and liquidity test. 

A.M. Best Ratings

A.M. Best’s Financial Strength Rating is an independent rating based on a comprehensive
quantitative and qualitative evaluation of an insurance company's balance sheet strength, operating
performance, and business profile.22 Table 5 Panel A shows that 83 percent of assurbanking-
affiliated life insurers had A.M. Best ratings of A- or higher, compared with 58 percent of
bancassurance-affiliated life insurers and 68 percent of non-affiliated life insurers. For property-
liability insurers, 89 percent of assurbanking-affiliated property-liability insurers, 62 percent of
bancassurance-affiliated property-liability insurers, and 78 percent of non-affiliated property-
liability insurers had A.M. Best ratings of A- or higher.  Insurance companies that have banking
subsidiaries tend to have higher ratings than those owned by banks or non-affiliated insurers. 

Table  5 A.M . Be s t Rating

Pane l A:  Life -He alth Ins ure rs ' A.M .Be s t Rating

Non-A f f i. A ll A f f i. Assurbanking Bancassurance
A++, A+ (Superior) 74 108 83 25
A , A - (Excellent) 177 70 47 23
B++, B+(V ery  Good) 46 12 4 8
B, B- (Fair) 13 4 0 4
<= C++ (Weak or Poor) 4 1 0 1
NR (Not Rated) 55 48 25 23

Total 369 243 159 84

Figure  5.a

This  table prov ides A .M. Best Financ ial Strength Rating for insurers.   A .M. Best's Financ ial Strength Rating is an independent 
opinion, based on a comprehensive quantitative and qualitative evaluation, of  an insurance company's  balance sheet s trength, 
operating performance and business prof ile.  Since the A .M. Best Rating is  assigned to indiv idual f irms not groups, the f irms 
analyzed here are non-grouped life or property-liability  insurers.

Non-af f iliated L/H insurers are those w ithout any af f iliation (either direct control or through holding companies they belong to) w ith 
banks.  A ssurbanking-af f iliated L/H insurers are those directly  ow ned by banks or ow ned through their holding companies, w hich 
are ow ned or controled by banks.  Bancassurance-af f iliated L/H insurers are those af f iliated w ith banks by directly holding banks 
or through their holding companies, w hich ow n or control banks.  A f f iliated L/H insurers refer to either Assurbanking-af f iliated L/H 
insurers  or Bancassurance-af f iliated L/H insurers.
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Table 5 Panel B:  Property-Liability Insurers' A.M.Best Rating

Non-Affi. All Aff i. Assurbanking Bancassurance
A++, A+ (Superior) 261 103 102 1
A, A- (Excellent) 491 203 161 42
B++, B+(Very Good) 53 16 13 3
B, B- (Fair) 47 3 1 2
<= C++ (Weak or Poor) 13 1 0 1
NR (Not Rated) 103 43 22 21

Total 968 369 299 70
Non-affiliated P/L insurers are those w ithout any affiliation (either direct control or through holding companies they belong to) w ith 
banks.  Assurbanking-affiliated P/L insurers are those directly ow ned by banks or ow ned through their holding companies, w hich 
are ow ned or controled by banks.  Bancassurance-af filiated P/L insurers are those affiliated w ith banks by directly holding banks 
or through their holding companies, w hich ow n or control banks.  Aff iliated P/L insurers refer to either Assurbanking-aff iliated P/L 
insurers or Bancassurance-af filiated P/L insurers.
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Geographic Diversification

We use the number of states in which insurers are licensed as a proxy to business geographic
diversification. Table 6 suggests that, on average, assurbanking-affiliated insurers were more
geographically diversified, e.g., half of assurbanking-affiliated life insurers obtained licenses and
conducted business in 48 and more states, and similarly half of assurbanking-affiliated property-
liability insurers were licensed and did business in 45 or more states. Bancassurance-affiliated life
insurers were the least geographically diversified compared with non-affiliated and assurbanking-
affiliated. 
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T ab le  6 G e o g r ap h ic  Dive r s if ica t io n :  Nu m b e r  o f  S ta te s  In s u r e r s  L ice n ce d  in .

P an e l A :  L ife -He a lth  In s u r e r s '  Ge o g r ap h ic Dive r s if icat io n  : Nu m . o f  S ta te s  In s u r e r s  L ice n s e d  in .

Non-A f f i. A ll A f f i. A s s urbanking Banc as s uranc e
A v e rage  Num. o f  S tates  L ic enc ed in 33 32 36 25
Med ian  Num. o f  S ta tes  L ic enc ed  in 47 47 48 24

Non-a f f i.~ A f f i. Non-a f f i. ~ A s s urb . Non-af f i. ~ Banc as s . A s s urb.~Banc as s .

A v e rage  Num. o f  S tates  L ic enc ed in 0.25 0.10 0.00 0 .00

Fig u r e  6 .a

t  -  T e s t    (P -valu e )

Th is  tab le  s how s  ins u re rs ' geog raph ic  d iv e rs if ic ation . It repor ts  the  av erage and  median  number  o f  s ta tes  in  the U.S. L /H 
and  P/L ins u rers  lic enc ed in  to  do ins uranc e  bus ines s .  The  P-v a lue o f  t - tes t is  prov ided  be low .

Non-a f f ilia ted  L /H ins u re rs  a re  thos e  w ithou t any  a f f ilia tion (e ither  d irec t c ontro l o r  through  ho ld ing c ompanies  they  be long  
to )  w ith  banks .  A s s u rbanking -a f f ilia ted  L /H ins u re rs  a re thos e d irec tly  ow ned by  banks  o r  ow ned th rough the ir  ho ld ing  
c ompan ies , w h ic h are ow ned  or  c on tro led by  banks .  Banc as s uranc e -a f f ilia ted  L /H ins u re rs  a re  thos e  af f ilia ted  w ith  banks  
by  d irec tly  ho ld ing banks  o r  th rough the ir  ho ld ing  c ompan ies , w hic h ow n  o r c on tro l banks .  A f f ilia ted L /H ins urers  re f er  to  
e ither  A s s urbanking-af f ilia ted  L/H ins urers  or  Banc as s uranc e -a f f ilia ted L/H in s urers .
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Table  6 Panel B:  Property-Liability Insurers' Geographic Diversification : Num . of States Insurers Licensed in.

Non-Af f i. All Af f i. Assurbanking Bancassurance
Average Num. of  States Licenced in 27 41 44 33
Median Num. of  States Licenced in 28 43 45 26

Non-aff i.~ Af f i. Non-af f i. ~ Assurb. Non-af f i. ~ Bancass. Assurb.~Bancass.

Average Num. of  States Licenced in 0.25 0.14 0.23 0.11

Figure 6.b

Non-aff iliated P/L insurers are those w ithout any aff iliation (either direct control or through holding companies they belong 
to) w ith banks.  Assurbanking-af f iliated P/L insurers are those directly ow ned by banks or ow ned through their holding 
companies, w hich are ow ned or controled by banks.  Bancassurance-aff iliated P/L insurers are those af f iliated w ith banks 
by directly holding banks or through their holding companies, w hich ow n or control banks.  Af f iliated P/L insurers refer to 
either Assurbanking-af f iliated P/L insurers or Bancassurance-aff iliated P/L insurers.
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Product Mix and Diversification

We categorize life insurance products as individual life, individual annuity, credit life, group
life, group annuity, and accident & health insurance; we categorize the property-liability products
as personal property, personal liability, commercial property, and commercial liability (Leverty
2005; Cummins & Phillips, 2005; Cummins, et al., 2008; Berger, et al., 2000). Table 7 demonstrates
that bank-affiliated life insurers were more interested in personal products, especially individual
annuities and credit life compared with non-affiliated life insurers, suggesting that affiliation with
banks plays an important role in developing a business portfolio due to banks’ experience in selling
annuities and credit insurance. Bank-affiliated life insurers accounted for approximately one-third
of each product line in number, but their premium income share was more than 60 percent of each
sub-market except for accident & health insurance. For the property-liability sector, the pattern is
that bank-affiliated property-liability insurers were more interested in personal products than
commercial products. Bank-affiliated property-liability insurance companies represented no more
than one-fourth of each property-liability product market in number, but accounted for about 50
percent of the personal products underwriting and one-third of commercial products underwriting
(Table 7.1). 

Table 7 Num ber of Affiliated vs . Non-Affiliated by Insurance Line -- (Life -Health Insurers)

Product Line # Firms
# f irms w / business 

share >50%
% f irm w / share 

>50% % Firms Prem. Inc. ($M)

Individual Life 112 31 27.7% 93.3% 27,127.1                       
Individual Annuity 102 27 26.5% 85.0% 66,659.0                       
Credit Life 25 1 4.0% 20.8% 342.0                            
Group Life 102 1 1.0% 85.0% 8,988.1                         
Group Annuity 66 8 12.1% 55.0% 34,136.5                       
Accident & Health 106 28 26.4% 88.3% 64,949.7                       

Product Line # Firms
# f irms w / business 

share >50%
% f irm w / share 

>50% % Firms Prem. Inc ($M)

Individual Life 57 16 28.1% 79.2% 68,767.0                       
Individual Annuity 50 15 30.0% 69.4% 93,352.0                       
Credit Life 28 4 14.3% 38.9% 507.6                            
Group Life 48 2 4.2% 66.7% 15,657.6                       
Group Annuity 31 2 6.5% 43.1% 68,448.1                       
Accident & Health 56 11 19.6% 77.8% 39,493.6                       

This table examines the product mix of  Life-Health (L/H) insurers. L/H insurance products are categorized as (1) individual life, (2) individual 
annuity, (3) credit life, (4) group life, (5) group annuity, and (6) accident & health insurance. 

Non-af f iliated L/H insurers are those w ithout any af f iliation (either direct control or through holding companies they belong to) w ith banks.  
Assurbanking-af f iliated L/H insurers are those directly ow ned by banks or ow ned through their holding companies, w hich are ow ned or 
controled by banks.  Bancassurance-af f iliated L/H insurers are those af f iliated w ith banks by directly holding banks or through their holding 
companies, w hich ow n or control banks.  Af f iliated L/H insurers refer to either Assurbanking-af f iliated L/H insurers or Bancassurance-
af f iliated L/H insurers.

Affiliated

Non-Affiliated
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Figure 7.a

Figure 7.b
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Table 7.1 Number of Affiliated vs. Non-Affiliated by Insurance Line  (Property-Liability Insurers)

Product Line # Firms
# firms w / business 

share >50%
% firm w / share 

>50% % Firms Prem. Inc. ($M)

Personal Property 117 3 2.6% 73.6% 30857.9
Personal Liability 114 26 22.8% 71.7% 57650.1
Commercial Property 137 17 12.4% 86.2% 31575.3
Commercial Liability 149 88 59.1% 93.7% 92384.6

Product Line # Firms
# firms w / business 

share >50%
% firm w / share 

>50% % Firms Prem. Inc ($M)

Personal Property 34 2 5.9% 72.3% 33887.7
Personal Liability 32 14 43.8% 68.1% 66375.4
Commercial Property 41 9 22.0% 87.2% 14774.0
Commercial Liability 36 10 27.8% 76.6% 39269.5

This table examines the product mix of Property-Liability (P/L) insurers. P/L insurance products are categorized as (1) personal property, (2) 
personal liability, (3) commercial property, and (4) commercial liability. Table 15 lists detail P/L products and lines of business definitions.

Non-affiliated P/L insurers are those w ithout any affiliation (either direct control or through holding companies they belong to) w ith banks.  
Assurbanking-affiliated P/L insurers are those directly ow ned by banks or ow ned through their holding companies, w hich are ow ned or 
controled by banks.  Bancassurance-affiliated P/L insurers are those affiliated w ith banks by directly holding banks or through their holding 
companies, w hich ow n or control banks.  Aff iliated P/L insurers refer to either Assurbanking-affiliated P/L insurers or Bancassurance-
affiliated P/L insurers.

Non-Affiliated

Affiliated
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Figure 7.1.a

Figure 7.1.b
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Since we know bank-affiliated insurance companies are more diversified across industries,
it is interesting to ask whether they are also more diversified on their traditional products within the
insurance sector. Some studies have suggested efficiency gains and economies of scale and scope
in U.S. insurance industry (Cummins, Weiss & Zi, 2008; Segal, 2003; Berger, et al., 2000; Cummins
& Weiss, 1993, 2000; Cummins & Zi, 1998; Cummins, Tennyson & Weiss, 1999). Such efficiency
gains may prompt these within-industry diversified insurers to extend to the banking industry. The
results support this hypothesis. Table 8 shows the products Herfindahl Index for life and property-
liability insurers.23 Table 8 Panel A and Panel B show that compared with specialized insurers, bank-
affiliated insurance companies were more diversified within both life and property-liability
insurance markets. 
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Table  8 Ins ure rs  Products  Conce ntration He r findahl Inde x ( Focus e d vs . M ulti-line s ) 

Pane l A: L ife -He alth Ins ure rs  Product Conce ntration He rfindahl Inde x ( Focus e d vs . M ulti-line s ) 

Non-A f f i. A f f iliated A ssurbanking Bancassurance

Mean 56.6% 58.1% 52.2% 65.5%
Median 52.8% 53.5% 47.5% 61.2%

Non-af f i.~ A f f i. Non-af f i. ~ A ssurb. Non-af f i. ~ Bancass. Assurb.~Bancass.

Product Herf indahl Index 0.37 0.35 0.43 0.46

Figure  8.a

Product He rfindahl Inde x

t - Te s t   (P-value )

This table show s insurers products concentration level in insurance industry . The products concentration level w as measured by 
herf indahl index , w hich approach to one w hen insurers  are more f ocused produc ing.  L/H insurance products  are categorized as 
indiv idual lif e,  indiv idual annuity ,  c redit life,  group life,  group annuity , and  acc ident & health insurance.  P/L insurance products  are 
categorized as personal property ,  personal liability ,  commercial property , and  commercial liability .
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Table 8 Panel B: Property-Liability Insurers Product Concentration Herfindahl Index ( Focused vs. Multi-lines) 

Non-Aff i. All Aff i. Assurbanking Bancassurance

Mean 62.5% 58.8% 49.2% 69.8%
Median 51.7% 49.9% 43.6% 65.2%

Non-affi.~ Affi. Non-affi. ~ Assurb. Non-affi. ~ Bancass. Assurb.~Bancass.

Product Herfindahl Index 0.11 0.00 0.27 0.01

Figure 8.b

t - Test   (P-value)
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Overall Performance  – ROA, ROE

We use the widely accepted measures, return on assets (ROA) and return on equity (ROE),
to compare insurers’ overall performance. Table 9 suggests that in the life insurance sector,
assurbanking-affiliated insurers had significantly higher ROE. Among the three insurance groups,
ROA was not statistically significant. In the property-liability sector, interestingly, bancassurance-
affiliated insurers, on average, had the highest ROA and ROE, and the difference is significant.
Assurbanking-affiliated property insurers had significantly higher ROA and ROE than the non-
affiliated. Generally, bank-affiliated insurers had better overall profitability than non-affiliated
insurers. 

Table 9 Insurers Return on Asset (ROA), Return on Equity (ROE)

Panel A: Life-Health Insurers ROA , ROE

Non-Aff i. Aff iliated Assurbanking Bancassurance
ROA 1.4% 1.8% 1.3% 2.3%
ROE 6.6% 8.7% 13.4% 3.9%

Non-Aff i. Aff iliated Assurbanking Bancassurance
ROA 0.7% 0.8% 0.8% 0.7%
ROE 8.1% 8.3% 10.6% 5.9%

Non-aff i.~ Affi. Non-aff i. ~ Assurb. Non-aff i. ~ Bancass. Assurb.~Bancass.
ROA 0.23 0.48 0.16 0.17
ROE 0.19 0.01 0.18 0.00

This table reports insurers' overall performance - Return on Asset (ROA), and Return on Equity (ROE).  The P-value of  t -test is 
provided below  in both Panel A and Panel B.

Non-affiliated L/H insurers are those w ithout any aff iliation (either direct control or through holding companies they belong to) 
w ith banks.  Assurbanking-aff iliated L/H insurers are those directly ow ned by banks or ow ned through their holding companies, 
w hich are ow ned or controled by banks.  Bancassurance-aff iliated L/H insurers are those aff iliated w ith banks by directly 
holding banks or through their holding companies, w hich ow n or control banks.  Aff iliated L/H insurers refer to either 
Assurbanking-aff iliated L/H insurers or Bancassurance-affiliated L/H insurers.
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Table 9 Panel B: Property-Liability Insurers ROA , ROE

Non-Aff i. All Aff i. Assurbanking Bancassurance
ROA 1.7% 5.8% 2.5% 9.7%
ROE 1.5% 10.5% 6.1% 15.5%

Non-Aff i. All Aff i. Assurbanking Bancassurance
ROA 1.9% 3.1% 2.7% 3.5%
ROE 5.6% 7.0% 6.3% 8.3%

Non-aff i.~ Affi. Non-aff i. ~ Assurb. Non-aff i. ~ Bancass. Assurb.~Bancass.
ROA 0.01 0.08 0.02 0.03
ROE 0.00 0.03 0.01 0.05
Non-affiliated P/L insurers are those w ithout any aff iliation (either direct control or through holding companies they belong to) 
w ith banks.  Assurbanking-aff iliated P/L insurers are those directly ow ned by banks or ow ned through their holding companies, 
w hich are ow ned or controled by banks.  Bancassurance-aff iliated P/L insurers are those aff iliated w ith banks by directly 
holding banks or through their holding companies, w hich ow n or control banks.  Aff iliated P/L insurers refer to either 
Assurbanking-aff iliated P/L insurers or Bancassurance-aff iliated P/L insurers.
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Profitability Test

We compare the profitability of life insurers using accounting measures of profitability
widely used in the industry and commonly accepted by regulators: 

! Total Benefits Paid as a percentage of Net Premiums Written -- Total benefits paid include
death benefits, matured endowments, annuity benefits, accident and health benefits,
disability and surrender benefits, and other miscellaneous benefits.  

! Commissions and Expenses Incurred as a percentage of Net Premiums Written --
Commissions and expenses include payments on both direct and assumed business, general
insurance expenses, insurance taxes, licenses and fees, increase in loading and other
miscellaneous expenses, and exclude commissions and expense allowances received on
reinsurance ceded.  
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! Net Operating Gain (after taxes) as a percentage of Total Assets -- Total assets are the mean
of current and prior year admitted assets; and this ratio measures insurance earnings in
relation to the company's total asset base. 

! Yield on Invested Assets – The ratio of annual net investment income divided by investment
assets. Investment assets are the mean of current and prior year cash and invested assets plus
accrued investment income minus borrowed money. 

Table 10.1 Insurers Profitability Test

Panel A: Life-Health Insurers Profitability Test

Non-Af f i. All Af f i. Assurbanking Bancassurance
Benef its Paid to NPW (%) 104.1% 104.9% 108.2% 98.8%
Comm and Expenses to NPW  (%) 66.3% 35.1% 36.3% 33.0%
NOG to Total Assets (%) 1.8% 2.9% 2.4% 3.9%
Yield On Invested Assets (%) 5.4% 5.3% 5.5% 4.9%

Non-Af f i. All Af f i. Assurbanking Bancassurance
Benef its Paid to NPW (%) 64.5% 62.4% 64.5% 58.7%
Comm and Expenses to NPW  (%) 26.5% 18.4% 18.1% 19.3%
NOG to Total Assets (%) 1.0% 1.0% 1.0% 1.1%
Yield On Invested Assets (%) 5.6% 5.6% 5.8% 5.0%

Non-af f i.~ Af f i. Non-aff i. ~ Assurb. Non-af f i. ~ Bancass. Assurb.~Bancass.
Benef its Paid to NPW (%) 0.48 0.41 0.40 0.35
Comm and Expenses to NPW  (%) 0.00 0.01 0.00 0.38
NOG to Total Assets (%) 0.02 0.18 0.01 0.05
Yield On Invested Assets (%) 0.43 0.20 0.04 0.01

This table provides results of  the prof itability test for Life-Health (L/H) insurers.  Four prof itability ratios are compared: (1) 
Total Benef its Paid as a percentage of  Net Premiums Written;  (2) Commissions and Expenses Incurred as a percentage of  
Net Premiums Written;  (3) Net Operating Gain (af ter taxes) as a percentage of  Total Assets;  (4) Net investment income 
as a percent of  invested assets.

Non-af f iliated L/H insurers are those w ithout any af f iliation (either direct control or through holding companies they belong 
to) w ith banks.  Assurbanking-af f iliated L/H insurers are those directly ow ned by banks or ow ned through their holding 
companies, w hich are ow ned or controled by banks.  Bancassurance-af f iliated L/H insurers are those af f iliated w ith 
banks by directly holding banks or through their holding companies, w hich ow n or control banks.  Af f iliated L/H insurers 
refer to either Assurbanking-af f iliated L/H insurers or Bancassurance-af f iliated L/H insurers.

Mean

Median

t - Test   (P-value)

Table 10.1 Panel A shows that bank-affiliated life insurance companies performed better in
terms of insurance expense ratio and net operating gains to assets. Bank-owned life insurers had
significantly lower investment yield. However, they had a higher benefit incurred ratio than non-
affiliated life insurers. Assurbanking-affiliated life insurers had a significantly higher investment
yield. The difference on the benefits paid as a percentage of net premiums written was not
statistically significant among the life insurers. 
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For property-liability insurers, we compare five profitability measures:

! Loss Ratio -- The ratio of incurred losses and loss adjustment expenses to Net Premiums
Earned.  This ratio measures the company's underlying profitability or loss experience on its
total book of business. 

! Expense Ratio -- The ratio of underwriting expenses (including commissions) to Net
Premiums Written.  This ratio measures the company's operational efficiency in underwriting
its book of business. 

! Combined Ratio -- This ratio is the sum of the Loss Ratio and Expense Ratio.  It measures
a company's overall underwriting profitability.  A combined ratio of less than one indicates
the company has reported an underwriting profit.

! Yield on Invested Assets -- The ratio of annual net investment income divided by the mean
of cash and net invested assets.  This ratio measures the average return on a company's
invested assets, before capital gains or losses and income taxes.

! Return on Policyholders' Surplus (PHS) -- This ratio measures a company's efficiency in
utilizing its surplus on a total return basis. "Return" is calculated as the overall after-tax
profit from underwriting and investment activity, including unrealized capital gains.

Table  10.1 Panel B: Property-Liability Insurers  Profitability Tes t

Non-Af f i. All A f f i. Assurbanking Bancassurance
Loss Ratio (%) 89.4% 73.0% 79.5% 51.5%
Expense Ratio (%) 41.2% 56.4% 57.4% 52.6%
Combined Ratio (%) 121.6% 111.4% 113.8% 103.1%
Yield on Invested Assets (%) 3.99% 4.60% 4.60% 4.57%
Return on PHS (%) 7.9% 13.2% 11.6% 20.0%

Non-Af f i. All A f f i. Assurbanking Bancassurance
Loss Ratio (%) 72.1% 68.8% 69.5% 56.7%
Expense Ratio (%) 27.4% 27.9% 27.6% 30.2%
Combined Ratio (%) 100.2% 96.3% 96.3% 96.4%
Yield on Invested Assets (%) 4.10% 4.30% 4.40% 3.70%
Return on PHS (%) 6.8% 7.5% 7.4% 8.6%

Non-af f i.~ Af f i. Non-af f i. ~ Assurb. Non-af f i. ~ Bancass. Assurb.~Bancass.
Loss Ratio (%) 0.02 0.14 0.00 0.00
Expense Ratio (%) 0.08 0.10 0.24 0.40
Combined Ratio (%) 0.15 0.24 0.18 0.31
Yield on Invested Assets (%) 0.01 0.01 0.14 0.48
Return on PHS (%) 0.00 0.00 0.07 0.15

This table provides results of  the prof itability test for Property-Liability (P/L) insurers.  Five prof itability ratios are compared: 
(1) Loss Ratio;  (2) Expense Ratio;  (3) Combined Ratio;  (4) Y ield on Invested Assets;  (5) Return on Policyholders' 
Surplus (PHS).

Non-af f iliated P/L insurers are those w ithout any af f iliation (either direct control or through holding companies they belong 
to) w ith banks.  Assurbanking-af f iliated P/L insurers are those directly ow ned by banks or ow ned through their holding 
companies, w hich are ow ned or controled by banks.  Bancassurance-af f iliated P/L insurers are those af f iliated w ith 
banks by directly holding banks or through their holding companies, w hich ow n or control banks.  A f f iliated P/L insurers 
refer to either Assurbanking-af f iliated P/L insurers or Bancassurance-af f iliated P/L insurers.

M edian

t - Test   (P-value )

M ean
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Table 10.1 Panel B summarizes the profitability tests for property-liability insurers. It shows
that bank-affiliated property-liability insurance companies had a significantly lower loss ratio
compared with non-affiliated property-liability insurers. Although their expense ratio was higher,
it was offset by the lower loss ratio and led to lower combined ratios. Similar to assurbanking-
affiliated life insurers, assurbanking-affiliated property-liability insurers had the best investment
earnings with an average investment yield of 4.6 percent. The return on PHS ratio indicated that
bank-affiliated property-liability insurers, including both assurbanking-affiliated and bancassurance-
affiliated, were more efficient in utilizing their surplus on a total return basis.

Leverage Test 

Following industry accepted measures of leverage, we compare the following life insurers’
operating leverage measures: 
! Net Premium Written to Capital and Surplus -- This ratio reflects the leverage of the

company's current volume of net business in relation to its capital and surplus after
reinsurance assumed and ceded. This test measures the company's exposure to pricing errors
in its current book of business.

! Best's Capital Adequacy Ratio (BCAR) -- The BCAR compares an insurer’s adjusted surplus
relative to the required capital necessary to support its operating and investment risks.24  

! Capital and Surplus to Liability -- This test measures the relationship of capital and surplus
to the company's unpaid obligations after reinsurance assumed and ceded. It reflects the
extent to which the company has levered its capital and surplus base. On an individual
company basis, this ratio will vary due to differences in product mix, balance sheet quality,
and spread of insurance risk. 

! Reinsurance Leverage Ratio -- The relationship of total reserves ceded plus commissions and
expenses due on reinsurance ceded plus other refunds due or recoverable from reinsurers to
total capital and surplus.   

Table 10.2 Panel A shows that the ratio of NPW to surplus was statistically lower for
bancassurance-affiliated life insurers than for bancassurance-affiliated and non-affiliated life
insurers. About 50 percent of assurbanking-affiliated and non-affiliated life insurers had “strong
balance sheet” BCARs (median 174 percent, 163 percent, respectively), while bancassurance-
affiliated life insurers had much more secure BCARs (median 194 percent). It suggests that bank-
owned life insurers were more securely capitalized. This argument can also be supported by the
capital-to-liability ratio where we see that bancassurance-affiliated life insurers had significantly
higher capital-to-liability ratios compared with assurbanking-affiliated and non-affiliated life
insurers. The results of the reinsurance leverage ratio test suggest that bank-affiliated life insurers
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used less reinsurance than non-affiliated life insurers. In sum, assurbanking-affiliated life insurers
carried the highest leverage ratio, and bancassurance-affiliated life insurers were significantly less
levered than non-affiliated insurers.

Table 10.2 Insurers Leverage Test

Panel A: Life-Health Insurers Leverage Test

Non-Affi. All Aff i. Assurbanking Bancassurance

NPW to Capital and Surplus (%) 200% 181.66% 212.67% 122.86%
Best's Capital Adequacy Ratio (BCAR) (%) 225% 288% 207% 430%
RBC Ratio (%) 324% 374% 367% 415%
Capital and Surplus to Liability (%) 137% 185% 154% 244%
Reinsurance Leverage (%) 163% 114% 129% 80%
Change in Capital (%) 13.65% 13.88% 14.21% 13.25%

Non-Affi. All Aff i. Assurbanking Bancassurance

NPW to Capital and Surplus (%) 130% 130.00% 150.00% 50.00%
Best's Capital Adequacy Ratio (BCAR) (%) 163% 176% 174% 194%
RBC Ratio (%) 324% 748% 414% 905%
Capital and Surplus to Liability (%) 22% 23% 17% 86%
Reinsurance Leverage (%) 59% 23% 24% 21%

Non-affi.~ Aff i. Non-aff i. ~ Assurb. Non-affi. ~ Bancass. Assurb.~Bancass.
NPW to Capital and Surplus (%) 0.22 0.31 0.00 0.00
Best's Capital Adequacy Ratio (BCAR) (%) 0.02 0.21 0.00 0.00
RBC Ratio (%) 0.01 0.02 0.03 0.10
Capital and Surplus to Liability (%) 0.03 0.28 0.00 0.02
Reinsurance Leverage (%) 0.01 0.09 0.00 0.04

This table show s the results of the leverage test for Life-Health (L/H) Insurers. Four leverage measures are compared: (1) 
Net Premium Written (NPW) to Capital and Surplus; (2) Best's Capital Adequacy Ratio;  (3) Capital and Surplus to Liability; 
(4) Reinsurance Leverage Ratio.     

Non-aff iliated L/H insurers are those w ithout any af filiation (either direct control or through holding companies they belong 
to) w ith banks.  Assurbanking-aff iliated L/H insurers are those directly ow ned by banks or ow ned through their holding 
companies, w hich are ow ned or controled by banks.  Bancassurance-affiliated L/H insurers are those aff iliated w ith 
banks by directly holding banks or through their holding companies, w hich ow n or control banks.  Aff iliated L/H insurers 
refer to either Assurbanking-aff iliated L/H insurers or Bancassurance-af filiated L/H insurers.

Mean

Median

t - Test   (P-value)

For property-liability insurers we look at the following industry accepted measures of
leverage: 
! Net Premium Written to Policyholders' Surplus -- This ratio measures an insurer’s net

retained premium in relation to its surplus and the company’s exposure to pricing errors in
its current book of business.  

! Net Leverage Ratio -- This ratio equals the sum of an insurer's Net Premiums Written to
Policyholders' Surplus Ratio and the Net Liabilities to Policyholders' Surplus Ratio. It
measures the combination of a company's net exposure to pricing errors in its current book
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of business and errors of estimation in its net liabilities after reinsurance, in relation to
policyholders' surplus.  

! Gross Leverage Ratio -- This ratio equals the sum of Net Leverage and Ceded Reinsurance
Leverage.25 It measures a company's gross exposure to pricing errors in the current book of
business, to errors of estimating its liabilities, and exposure to its reinsurers. 

! Best's Capital Adequacy Ratio (BCAR) -- The BCAR compares an insurer’s adjusted surplus
relative to the required capital necessary to support its operating and investment risks.26  

Table 10.2 Panel B shows that bancassurance-affiliated property-liability insurers had the
lowest NPW to PHS ratio. But the difference among insurers was not significant. The bank-affiliated
property-liability insurers presented lower net leverage ratio and gross leverage ratio than non-
affiliated insurers, but the gross leverage ratio was not significantly different between bank-affiliated
and non-affiliated property-liability insurers. On average, all the property-liability insurers had “very
strong balance sheet strength” with higher than 200 percent BCAR. However, the average BCAR
for bancassurance-affiliated property-liability insurers was about 50 percent higher than the average
BCAR for assurbanking-affiliated and non-affiliated insurers. In sum, non-affiliated property-
liability insurers were more levered than the bank-affiliated, and assurbanking-affiliated property-
liability insurers were more levered than the bancassurance-affiliated.

Table  10.2 Panel B: Property-Liability Insurers  Leverage Test

Non-Aff i. All Aff i. Assurbanking Bancassurance
NPW to Policyholders' Surplus (%) 102% 102% 104% 95%
Net Leverage (%) 392% 215% 208% 249%
Gross Leverage (%) 494% 385% 386% 381%
Best's Capital Adequacy Ratio (BCAR) (%) 201% 239% 227% 304%
RBC Ratio (%) 234% 279% 277% 309%

Non-Aff i. All Aff i. Assurbanking Bancassurance
NPW to Policyholders' Surplus (%) 90% 100% 105% 60%
Net Leverage (%) 230% 150% 130% 170%
Gross Leverage (%) 290% 220% 220% 220%
Best's Capital Adequacy Ratio (BCAR) (%) 184% 188% 184% 217%
RBC Ratio (%) 268% 419% 343% 503%

Non-af f i.~ Aff i. Non-aff i. ~ Assurb. Non-af f i. ~ Bancass. Assurb.~Bancass.
NPW to Policyholders' Surplus (%) 0.49 0.36 0.37 0.33
Net Leverage (%) 0.05 0.05 0.10 0.16
Gross Leverage (%) 0.21 0.22 0.21 0.48
Best's Capital Adequacy Ratio (BCAR) (%) 0.00 0.00 0.01 0.03
RBC Ratio (%) 0.19 0.19 0.29 0.44
Non-aff iliated P/L insurers are those w ithout any aff iliation (either direct control or through holding companies they belong 
to) w ith banks.  Assurbanking-aff iliated P/L insurers are those directly ow ned by banks or ow ned through their holding 
companies, w hich are ow ned or controled by banks.  Bancassurance-af f iliated P/L insurers are those af f iliated w ith banks 
by directly holding banks or through their holding companies, w hich ow n or control banks.  Aff iliated P/L insurers refer to 
either Assurbanking-aff iliated P/L insurers or Bancassurance-af f iliated P/L insurers.

This table provides the results of  leverage test for Property-Liability (P/L) insurers. Four leverage ratios are compared: (1) 
Net Premium Written (NPW) to Policyholders' Surplus;  (2) Net Leverage Ratio;  (3) Gross Leverage Ratio;  (4) Best's Capital 
Adequacy Ratio.

Median

t - Test   (P-value)

Mean
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Liquidity Test 

We calculate four liquidity ratios for life insurers: 
! Quick Liquidity Ratio -- The ratio of unaffiliated quick assets to liabilities.27 This test

measures the proportion of liabilities covered by cash and quickly convertible investments.
It indicates a company's ability to meet its maturing obligations without requiring the sale
of long-term investments or the borrowing of money.  

! Current Liquidity Ratio -- The ratio of unaffiliated invested assets to liabilities, excluding
mortgages and real estate. It measures the proportion of liabilities covered by cash, and it
measures unaffiliated investment assets holdings. 

! Operating Cash Flow to Total Assets -- Operating cash flow is the change in cash and
invested assets attributable to net underwriting and net investment income after policyholder
dividends and federal income taxes. It measures a company’s ability to meet current
obligations through the internal generation of funds from insurance operations. Negative
balances typically indicate unprofitable underwriting results or low yielding assets. 

! Non-Investment Grade Bonds to Capital -- This test measures exposure to non-investment
grade bonds as a percentage of capital and surplus.  Generally, non-investment grade bonds
carry higher default and liquidity risks. The designation as non-investment grade utilizes the
bond quality classifications, which coincide with different bond ratings assigned by major
credit rating agencies.

Table  10.3 Insurers Liquidity Test

Panel A: Life-Health Insurers  Leverage Test

Non-Af f i. A ll Af f i. Assurbanking Bancassurance
Quick Liquidity (%) 88.13% 116.55% 110.7% 129.34%
Current Liquidity (%) 191.63% 229.67% 212.2% 267.8%
Operating CF to Total Asset (%) 2.92% 4.54% 5.9% 2.0%
Non-Invest. Grade Bonds to Capital and Surplus (%) 41.2% 41% 44.8% 33.4%

Non-Af f i. A ll Af f i. Assurbanking Bancassurance
Quick Liquidity (%) 17.95% 15.20% 13.3% 23.00%
Current Liquidity (%) 105.90% 108.80% 103.3% 139.8%
Operating CF to Total Asset (%) 3.64% 2.75% 3.8% 0.5%
Non-Invest. Grade Bonds to Capital and Surplus (%) 30.4% 33% 39.6% 20.4%

Non-af f i.~ Af f i. Non-aff i. ~ Assurb. Non-af f i. ~ Bancass. Assurb.~Bancass.
Quick Liquidity (%) 0.09 0.18 0.10 0.31
Current Liquidity (%) 0.04 0.21 0.01 0.08
Operating CF to Total Asset (%) 0.11 0.01 0.34 0.04
Non-Invest. Grade Bonds to Capital and Surplus (%) 0.48 0.22 0.09 0.03

This table provides the results of  leverage test for Life-Health (L/H) insurers. Four leverage ratios are compared: (1) Quick Liquidity 
Ratio;  (2) Current Liquidity Ratio;  (3) Operating Cash Flow  to Total Assets;  (4) Non-Investment Grade Bonds to Capital.  

Non-af f iliated L/H insurers are those w ithout any af f iliation (either direct control or through holding companies they belong to) w ith 
banks.  Assurbanking-af f iliated L/H insurers are those directly ow ned by banks or ow ned through their holding companies, w hich are 
ow ned or controled by banks.  Bancassurance-af f iliated L/H insurers are those aff iliated w ith banks by directly holding banks or 
through their holding companies, w hich ow n or control banks.  Af f iliated L/H insurers refer to either Assurbanking-af f iliated L/H 
insurers or Bancassurance-af f iliated L/H insurers.

Mean

Median

t - Test   (P-value)
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Table 10.3 Panel A consistently shows that bancassurance-affiliated life insurers had higher
liquidity ratios but lower operating cash flows than their non-affiliated and assurbanking-affiliated
counterparts at the year-end 2003. In addition, they invested the least in non-investment grade
bonds. Non-affiliated life insurers had the lowest quick and current liquidity ratios and the difference
was significant. 

The liquidity ratios used for property-liability insurers are similar to those used for life
insurers: quick liquidity, current liquidity, operating cash flow ratio, and ratio of non-investment
grade bonds to PHS. Table 10.3 Panel B shows similar liquidity rations between property-liability
insurers and life insurance companies. Bancassurance-affiliated property-liability insurers had
significantly higher liquidity ratios but lower operating cash flows than non-affiliated and
assurbanking-affiliated property-liability insurers, and they invested the least in non-investment
grade bonds. Non-affiliated property-liability insurers had the lowest quick and current liquidity
ratios, and they invested the most in the non-investment grade bonds. The evidence suggests that
insurance subsidiaries of assurbanks and bancassurers retained more costly liquid and short-term
assets, and showed prudence on settling their outstanding liabilities.

Table 10.3 Panel B: Property-Liability Insurers Liquidity Test

Non-Af f i. All Affi. Assurbanking Bancassurance
Quick Liquidity (%) 216.4% 293.8% 291.3% 306.3%
Current Liquidity (%) 325.6% 465.9% 470.5% 442.4%
Operating CF to Total Asset (%) 4.8% 3.8% 5.1% 3.8%
Non-Invest. Grade Bonds to Capital and Surplus (%) 7.0% 4.8% 5.2% 3.2%

Non-Af f i. All Affi. Assurbanking Bancassurance
Quick Liquidity (%) 54.1% 69.7% 63.6% 102.2%
Current Liquidity (%) 141.5% 225.3% 217.8% 242.0%
Operating CF to Total Asset (%) 5.2% 5.0% 5.2% 2.5%
Non-Invest. Grade Bonds to Capital and Surplus (%) 3.8% 2.9% 3.0% 1.2%

Non-aff i.~ Aff i. Non-aff i. ~ Assurb. Non-aff i. ~ Bancass. Assurb.~Bancass.
Quick Liquidity (%) 0.00 0.00 0.04 0.39
Current Liquidity (%) 0.00 0.00 0.01 0.30
Operating CF to Total Asset (%) 0.02 0.02 0.39 0.03
Non-Invest. Grade Bonds to Capital and Surplus (%) 0.00 0.02 0.00 0.04

This table provides the results of  leverage test for Property-Liability (P/L) insurers. The liquidity ratios used for P/L insurers are similar 
to those for L/H insurers: (1) Quick Liquidity Ratio; (2) Current Liquidity Ratio;  (3) Operating Cash Flow  to Total Assets;  (4) Non-
Investment Grade Bonds to Capital.

Non-aff iliated P/L insurers are those w ithout any aff iliation (either direct control or through holding companies they belong to) w ith 
banks.  Assurbanking-aff iliated P/L insurers are those directly ow ned by banks or ow ned through their holding companies, w hich are 
ow ned or controled by banks.  Bancassurance-aff iliated P/L insurers are those aff iliated w ith banks by directly holding banks or 
through their holding companies, w hich ow n or control banks.  Aff iliated P/L insurers refer to either Assurbanking-aff iliated P/L 
insurers or Bancassurance-aff iliated P/L insurers.

Median

t - Test   (P-value)

Mean
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BANKING INDUSTRY IN INTEGRATION

Banks under GLB can be categorized as: Non-affiliated Commercial Banks (CBs) are those
without any affiliation (either direct control or through holding companies they belong to) with
insurance companies. Bancassurance-affiliated Commercial Banks (CBs)28 are those affiliated with
insurance companies by directly holding insurers or through their FHCs/BHCs, which own insurance
companies. Assurbanking-affiliated Commercial Banks (CBs)29 are those directly owned by insurers
or owned through their FHCs/BHCs, which are owned by insurers. Insurer-affiliated Commercial
Banks (CBs) refer to either assurbanking-affiliated or bancassurance-affiliated commercial banks.
Similarly, in the thrift savings sector, there are Non-affiliated Saving Banks (SBs), Bancassurance-
affiliated Saving Banks (SBs), Assurbanking-affiliated Saving Banks (SBs), and Insurer-affiliated
Saving Banks (SBs).

We identify 110 FHCs/BHCs reporting insurance underwriting income in FR Y9-C filed with
FRB. However, some of the bancassurers have only in-house insurance underwriting, such as credit-
related insurance and mortgage-related insurance. Some of these bancassurers have insurance
subsidiaries not filing reports with NAIC, such as title insurance companies, captive insurance
companies, and single state insurers. In addition, according to Regulation K, banks are allowed to
own insurance subsidiaries overseas, which are not required to file with NAIC if not involved in
domestic business. Thus, we present statistics for the insurer-affiliated CBs or SBs that have insurer
affiliates filing with NAIC. The non-affiliated CBs or SBs include banks subsidiaries of those
FHCs/BHCs who report insurance underwriting income to FRB but have no insurance subsidiaries
filing with NAIC. 

By analyzing the business profile of these FHCs/BHCs (bancassurers with no insurance
subsidiaries), we find that the insurance business they conducted mainly supported their banking
business or just appeared to be by-products of their banking operations, such as credit related
insurance and mortgage insurance. Because these banks are different from bancassurers with full
line insurance subsidiaries, we classify them as non-affiliated commercial banks with insurance
underwriting business reported. The assurbanking-affiliated CBs are all small trust banks or
grandfathered non-bank banks. Since they are small in size and no more than 10 in number, we
merge these banks to bancassurance-affiliated CBs. Hence, we have the following structure for CBs:

* Bancassurance-affiliated CBs
* Non-affiliated CBs

* Non-affiliated INS CBs --- with insurance underwriting
* Non-affiliated NOINS CBs --- without insurance underwriting
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Market Structure – Distribution and Size of Firms 

The data sample contains 48 bancassurance-affiliated CBs, 46 non-affiliated INS CBs, and
343 non-affiliated NOINS CBs in 2003. Table 11 shows that bancassurance-affiliated CBs
represented 11 percent of the commercial banks in number, but they accounted for over half of
market total assets, deposits, and net income. Non-affiliated INS CBs were 10.5 percent of the
commercial banks in number and about 20 percent of market total assets, deposits, and net income.
So, important players in the commercial banking industry have been involved in the insurance
underwriting business through either in-house production or manufacturing affiliates. The remaining
non-affiliated NOINS CBs represented the majority of the commercial banking market in number
(78.5 percent), but they accounted for only one-fourth market share in terms of total assets, deposits,
and net income. 

In the thrift sector, 39 assurbanking-affiliated SBs, 14 bancassurance-affiliated SBs, and 132
non-affiliated SBs were identified. Similar to the commercial banking sector, bancassurance-
affiliated SBs were 7.6 percent of the thrift saving market in number and accounted for a 29.1
percent share of total assets, 27.6 percent of deposits, and 33.4 percent of net income (Table 11.1).
Assurbanking-affiliated SBs were 21.1 percent of the thrifts in number, 5 percent of the total assets,
6.3 percent of deposits, and 2.7 percent of net income. Non-affiliated SBs represented the remaining
71.4 percent of thrifts and approximately two-thirds of market total assets, deposits, and net income.

Table 12 and 12.1 show the average bank size in terms of total assets, deposits, and net
income. Table 12 shows a pattern that on average bancassurance-affiliated CBs were significantly
larger than non-affiliated ones regardless of the metric used. However, the variance on firm size was
higher among bancassurance-affiliated CBs than non-affiliated INS CBs. The firm size disparity in
thrift sector is shown in Table 12.1. We can see a significant firm size difference: assurbanking-
affiliated SBs are significantly smaller than bancassurance-affiliated SBs and non-affiliated SBs.
Although bancassurance-affiliated SBs on average were the largest among SBs, the size difference
is not statistically significant. Because of the super large thrifts in the data, e.g., Washington Mutual,
Golden West Financial, the variance on firm size is much higher among bancassurance-affiliated
SBs. The evidence suggests that large commercial and saving banks are more likely to affiliate with
full line insurance companies, and insurance companies are more likely to extend their traditional
business to banks through small-size thrifts.
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Table  11 Distribution of Firm s by Num ., Assets , Deposits , and Net Incom e -- (Com m ercial Banks)

# f irms % Firms % Assets % Deposits %Net Income

ALL 437
-- Bancassurance 48 11.0% 57.6% 55.0% 57.1%
-- Non-Aff iliated 389 89.0% 42.4% 45.0% 42.9%
    - w / ins. 46 10.5% 19.1% 19.9% 19.9%
    - w /o ins. 343 78.5% 23.3% 25.1% 23.0%

Figure 11.a

Figure 11.b

Bancassurance-af f iliated CBs are those af f iliated w ith insurers by directly holding insurers or through their holding companies, w hich ow n or 
control insurers.  Assurbanking-aff iliated CBs are those directly ow ned by insurers or ow ned through their holding companies, w hich are 
ow ned or controled by insurers.  Since  the assurbanking-af f iliated CBs are tiny in size and no more than 10 in number, w e merge them to 
bancassurance-af f iliated CBs. Non-af f iliated CBs WITHOUT INS are those w ithout any af f iliation (either direct control or through holding 
companies they belong to) w ith insurance companies.  Non-af f iliated CBs WITH INS are those w ithout any af f iliation w ith insurance 
companies, but underw riting such inhouse insurance products as credit related insurance, mortgage insurance.

This table provides the distribution and market share of  Commercial Banks (CBs) in terms of  number of f irms, total asset, total deposit, and net 
income.
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Table 11.1 Distribution of Firms by Num., Assets, Deposits, and Net Income -- (Thrift Saving Banks)

# Firms % Firms % Assets % Deposits %Net Income

Final Data 185
-- Aff iliated 53 28.6% 34.1% 34.0% 36.1%
    - Assurbanking 39 21.1% 5.0% 6.3% 2.7%
    - Bancassurance 14 7.6% 29.1% 27.6% 33.4%
-- Non-Aff iliated 132 71.4% 65.9% 66.0% 63.9%

Figure 11.1.a

Figure 11.1.b

Non-affiliated SBs are those w ithout any aff iliation (either direct control or through holding companies they belong to) w ith insurance 
companies.  Assurbanking-aff iliated SBs are those directly ow ned by insurers or ow ned through their holding companies, w hich are ow ned 
or controled by insurers.  Bancassurance-aff iliated SBs are those aff iliated w ith insurers by directly holding insurers or through their holding 
companies, w hich ow n or control insurers.  Af filiated SBs refer to either Assurbanking-aff iliated SBs or Bancassurance-af filiated SBs.

This table provides the distribution and market share of Thrif t Saving Banks (SBs) in terms of number of f irms, total asset, total deposit, and 
net income.
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Table 12 Firm  Size by Assets, Total Deposits, Net Income ($ M)  -- (Comm ercial Banks)

Bancassurance Non-Aff iliated Non-af f i. w / ins. Non-af fi.  w /o ins.
# Firms 48 389 46 343

Total Assets 82,018.7 8,531.7 28,333.9 5,422.8
Total Deposits 49,757.7 5,764.2 18,743.9 3,726.4
Net Income 1,120.1 119.3 407.2 74.1

Bancassurance Non-Aff iliated Non-af f i. w / ins. Non-af fi.  w /o ins.
Total Assets 4,213.1 2,210.1 11,689.0 1,974.2
Total Deposits 2,845.4 1,610.2 8,044.4 1,480.2
Net Income 58.3 26.1 121.4 23.2

Bancass. ~ Non-aff i.
Bancass. ~ Non-aff i. 

w / ins.
Bancass. ~ Non-af fi. 

w /o ins.
Non-aff i. w / ins. ~ 
Non-aff i. w /o ins.

Total Assets 0.00 0.03 0.00 0.00
Total Deposits 0.00 0.03 0.00 0.00
Net Income 0.01 0.04 0.00 0.00
Bancassurance-aff iliated CBs are those af f iliated w ith insurers by directly holding insurers or through their holding 
companies, w hich ow n or control insurers.  Assurbanking-af filiated CBs are those directly ow ned by insurers or ow ned 
through their holding companies, w hich are ow ned or controled by insurers.  Since  the assurbanking-af filiated CBs are tiny 
in size and no more than 10 in number, w e merge them to bancassurance-aff iliated CBs. Non-af f iliated CBs WITHOUT INS are 
those w ithout any af f iliation (either direct control or through holding companies they belong to) w ith insurance companies.  
Non-aff iliated CBs WITH INS are those w ithout any af f iliation w ith insurance companies, but underw riting such inhouse 
insurance products as credit related insurance, mortgage insurance.

This table provides average and median Commercial Banks' (CBs) f irm size in terms of  total asset, premium income (net 
premium earned), and net income.  The P-value of t- test is also provided.
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Table 12.1 Firm Size by Assets, Total Deposits, Net Income ($ M)  -- (Thrift Saving Banks)

Non-Affiliated Affiliated Assurbanking Bancassurance
# Firms 132 53 39 14

Total Assets 5,185.6 6,690.6 1,327.4 21,630.8
Total Deposits 3,165.5 4,058.9 1,028.6 12,500.5
Net Income 65.0 91.6 9.3 321.0

Non-Affiliated Affiliated Assurbanking Bancassurance
Total Assets 2,191.2 179.1 94.8 1,259.0
Total Deposits 1,449.5 133.8 57.5 757.0
Net Income 22.2 0.9 0.2 27.9

Non-affi.~ Affi. Non-affi. ~ Assurb. Non-aff i. ~ Bancass. Assurb.~Bancass.
Total Assets 0.37 0.00 0.17 0.12
Total Deposits 0.37 0.00 0.17 0.12
Net Income 0.34 0.00 0.15 0.10
Non-aff iliated SBs are those w ithout any aff iliation (either direct control or through holding companies they belong to) w ith 
insurance companies.  Assurbanking-aff iliated SBs are those directly ow ned by insurers or ow ned through their holding 
companies, w hich are ow ned or controled by insurers.  Bancassurance-aff iliated SBs are those aff iliated w ith insurers by 
directly holding insurers or through their holding companies, w hich ow n or control insurers.  Aff iliated SBs refer to either 
Assurbanking-aff iliated SBs or Bancassurance-aff iliated SBs.

This table provides average and median Thrift Saving Banks' (SBs) f irm size in terms of total asset, premium income (net 
premium earned), and net income.  The P-value of t- test is also provided.
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Firm Performance 

Portfolio of Banking Products

The traditional banking products are deposits on the liability side of the balance sheet and
loans on the asset side. We compare three banking product measures: total deposits, interest bearing
deposits, and total loans and leases. Total deposits include deposits and savings accounts that either
require interest payments or are not allowed to pay interest. Interest bearing deposits include only
those requiring interest payments, such as savings accounts and time deposits. Total loans and leases
include loans to individuals, commercial and industrial loans, and all other loans and leases.  Table
13 Panel A shows the average total deposits, interest bearing deposits and total loan and lease. To
control for size effects they are scaled by assets. The evidence indicates that non-affiliated NOINS
CBs had more deposits than non-affiliated INS CBs and bancassurance-affiliated CBs. And non-
affiliated INS CBs had more deposits than bancassurance-affiliated CBs. The differences were
statistically significant. On the asset side, bancassurance-affiliated CBs had statistically less loan
portfolios than non-affiliated CBs. Non-affiliated NOINS CBs in turn had significantly more loan
portfolios than bancassurance-affiliated CBs. 

In the thrift sector, Table 13 Panel B shows that non-affiliated SBs had significantly more
deposits compared with assurbanking-affiliated and bancassurance-affiliated SBs. On the asset side,
assurbanking-affiliated SBs had statistically less loans portfolios than other SBs. Loan portfolio
differences between bancassurance-affiliated SBs and non-affiliated SBs were not statistically
significant. The evidence suggests that, on average, CBs and SBs without insurance business had
more deposits and loans than those with insurance business or affiliates.

Interest Income and Non-Interest Income 

Interest income is the main source of revenue for banks and includes interest and fee income
on loans, income from lease financing receivables, interest income on balances due from depository
institutions, interest and dividend income on securities, and other interest income. Non-interest
income comes from fiduciary activities, service charges on deposit accounts, investment banking,
advisory, brokerage, and underwriting fees and commissions.  To control for the size effect, we scale
the interest income and non-interest income by asset. Table 13.1 Panel A indicates that, on average,
bancassurance-affiliated CBs had significantly higher interest income and non-interest income than
non-affiliated CBs. We then calculate the ratio of non-interest income to interest income. The results
show that both the mean and median measure presented the same trend suggesting that
bancassurance-affiliated CBs conducted significantly more non-interest related business than non-
affiliated CBs.
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Table  13 Total De pos it, In te re s t Be ar ing De pos it, Total Loan & Le as e

Pane l A: Com m e r ical Bank s :   Total De pos it, Inte re s t Be ar ing De pos it, Total Loan & Le as e

Bancassurance Non-A f f iliated Non-af f i. w / ins . Non-af f i.  w /o ins .
Total Deposit 0.64 0.74 0.70 0.75
Interes t Bearing Deposit 0.55 0.61 0.58 0.62
Total Loan & Lease 0.57 0.63 0.64 0.63

Bancassurance Non-A f f iliated Non-af f i. w / ins . Non-af f i.  w /o ins .
Total Deposit 0.71 0.76 0.70 0.77
Interes t Bearing Deposit 0.59 0.63 0.58 0.64
Total Loan & Lease 0.61 0.65 0.66 0.65

Bancass . ~ Non-af f i.
Bancass . ~ Non-af f i. 

w / ins .
Bancass. ~ Non-af f i. 

w /o ins .
Non-af f i. w / ins. ~ 
Non-af f i. w /o ins .

Total Deposit 0.00 0.07 0.00 0.00
Interes t Bearing Deposit 0.03 0.17 0.02 0.01
Total Loan & Lease 0.04 0.03 0.05 0.28

Figure  13.a

This  table show s the portf olio of  traditional banking produc ts. The traditional banking produc ts  are depos its  on the liability  s ide of  the balanc e 
sheet and loans on the asset s ide. Total deposits  inc lude deposits  and sav ing accounts that either require interes t payment or are not allow ed 
to pay  interes t. Interest bearing depos its  only  inc lude those requir ing interest payment, such as sav ings  accounts and time deposits . Total 
loans and lease inc lude loans  to indiv iduals , commerc ial and indus trial loans , and all other loan and lease. To smooth out s ize ef f ects  w e scale 
Total Deposits , Interes t Bearing Deposits , and Total Loans & Lease by  total asset.

M e an 

M e dian 

t - Te s t   (P-value )

Bancass uranc e-af f iliated CBs are those af f iliated w ith insurers  by  directly  holding insurers  or through their holding companies , w hich ow n or 
control insurers .  A ssurbanking-af f iliated CBs are those directly  ow ned by  insurers  or ow ned through their holding companies , w hich are 
ow ned or controled by insurers .  Since  the assurbanking-af f iliated CBs are tiny  in s ize and no more than 10 in number, w e merge them to 
bancassurance-af f iliated CBs. Non-af f iliated CBs  WITHOUT INS are those w ithout any  af f iliation (either direc t control or through holding 
companies  they  belong to) w ith insurance companies .  Non-af f iliated CBs WITH INS are those w ithout any  af f iliation w ith insurance 
companies , but underw riting such inhouse insurance products  as  credit related insurance, mortgage insurance.
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The evidence in the thrift saving industry is shown in Table 13.1 Panel B. Assurbanking-
affiliated SBs had the lowest interest income, but the highest non-interest income was observed. The
interest income of the non-affiliated and the bancassurance-affiliated were not statistically different.
The interesting thing is that non-affiliated SBs had a significantly higher ratio of non-interest income
to interest income than both bancassurance-affiliated and assurbanking-affiliated SBs. It suggests
that for non-interest income generating business, bank-affiliated saving banks were involved less
in the non-insurance related business.
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Table 13 Panel B: Thrift Saving Banks:   Total Deposit, Interest Bearing Deposit, Total Loan & Lease

Non-Aff iliated Affiliated Assurbanking Bancassurance
Total Deposit 0.67 0.53 0.52 0.55
Interest Bearing Deposit 0.63 0.48 0.49 0.45
Total Loan & Lease 0.64 0.42 0.36 0.60

Non-Aff iliated Affiliated Assurbanking Bancassurance
Total Deposit 0.68 0.64 0.64 0.61
Interest Bearing Deposit 0.62 0.61 0.61 0.52
Total Loan & Lease 0.66 0.53 0.35 0.72

Non-aff i.~ Affi. Non-af f i. ~ Assurb. Non-aff i. ~ Bancass. Assurb.~Bancass.
Total Deposit 0.00 0.00 0.05 0.37
Interest Bearing Deposit 0.00 0.01 0.01 0.32
Total Loan & Lease 0.00 0.00 0.34 0.02

Figure 13.b

Non-af filiated SBs are those w ithout any aff iliation (either direct control or through holding companies they belong to) w ith insurance 
companies.  Assurbanking-aff iliated SBs are those directly ow ned by insurers or ow ned through their holding companies, w hich are ow ned 
or controled by insurers.  Bancassurance-af filiated SBs are those aff iliated w ith insurers by directly holding insurers or through their holding 
companies, w hich ow n or control insurers.  Af filiated SBs refer to either Assurbanking-af f iliated SBs or Bancassurance-aff iliated SBs.
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This table show s the portfolio of traditional banking products for Thrif t Saving Banks (SBs). The traditional banking products are deposits on 
the liability side of the balance sheet and loans on the asset side. Total deposits include deposits and saving accounts that either require 
interest payment or are not allow ed to pay interest. Interest bearing deposits only include those requiring interest payment, such as savings 
accounts and time deposits. Total loans and lease include loans to individuals, commercial and industrial loans, and all other loan and lease. To 
smooth out size ef fects w e scale Total Deposits, Interest Bearing Deposits, and Total Loans & Lease by total asset.
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Table  13.1

Bancassurance Non-Af f iliated Non-af f i. w / ins. Non-af f i.  w /o ins.
Interest Income 0.061 0.048 0.047 0.049
Non-Interest Income 0.076 0.017 0.020 0.017
%Non-interest Income to Interest income 0.753 0.385 0.432 0.377

Bancassurance Non-Af f iliated Non-af f i. w / ins. Non-af f i.  w /o ins.
Interest Income 0.046 0.048 0.048 0.048
Non-Interest Income 0.022 0.011 0.016 0.011
%Non-interest Income to Interest income 0.429 0.234 0.323 0.222

Bancass. ~ Non-
af f i.

Bancass. ~ Non-
af f i. w / ins.

Bancass. ~ Non-af f i. 
w /o ins.

Non-af f i. w / ins. ~ 
Non-af f i. w /o ins.

Interest Income 0.06 0.05 0.06 0.17
Non-Interest Income 0.04 0.05 0.04 0.14
%Non-interest Income to Interest income 0.01 0.02 0.01 0.23

Figure  13.1.a

Interes t Incom e and Non-Interes t Incom e

Bancassurance-af f iliated CBs are those af f iliated w ith insurers by directly holding insurers or through their holding 
companies, w hich ow n or control insurers.  Assurbanking-af f iliated CBs are those directly ow ned by insurers or ow ned 
through their holding companies, w hich are ow ned or controled by insurers.  Since  the assurbanking-af f iliated CBs are tiny 
in size and no more than 10 in number, w e merge them to bancassurance-af f iliated CBs. Non-af f iliated CBs WITHOUT INS are 
those w ithout any af f iliation (either direct control or through holding companies they belong to) w ith insurance companies.  
Non-af f iliated CBs WITH INS are those w ithout any af f iliation w ith insurance companies, but underw riting such inhouse 
insurance products as credit related insurance, mortgage insurance.

Pane l A: Com m ercial Banks  Perform ance:    Interest Incom e, Non-Interest Incom e, %Non-interes t Incom e to 
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This table provides the statistics of  Commercial Banks' (CBs) Interest Income, Non-Interest Income, and Ratio of  Non-interest 
Income to Interest Income betw een banks. 
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Table 13.1

Non-Aff iliated Af f iliated Assurbanking Bancassurance
Interest Income 0.048 0.038 0.034 0.049
Non-Interest Income 0.008 0.109 0.110 0.105
%Non-interest Income to Interest income 0.609 0.052 0.060 0.030

Non-Aff iliated Af f iliated Assurbanking Bancassurance
Interest Income 0.047 0.039 0.036 0.046
Non-Interest Income 0.005 0.017 0.010 0.020
%Non-interest Income to Interest income 0.111 0.004 0.003 0.004

Non-af f i.~ Aff i. Non-aff i. ~ Assurb. Non-af f i. ~ Bancass. Assurb.~Bancass.
Interest Income 0.00 0.00 0.40 0.00
Non-Interest Income 0.00 0.01 0.06 0.47
%Non-interest Income to Interest income 0.03 0.04 0.09 0.20

Figure  13.1.b

Panel B: Thrift Saving Banks Perform ance:    Interest Incom e, Non-Interest Incom e, %Non-Interest Incom e to 

Mean

Median

Non-aff iliated SBs are those w ithout any af f iliation (either direct control or through holding companies they belong to) w ith 
insurance companies.  Assurbanking-aff iliated SBs are those directly ow ned by insurers or ow ned through their holding 
companies, w hich are ow ned or controled by insurers.  Bancassurance-af f iliated SBs are those af f iliated w ith insurers by 
directly holding insurers or through their holding companies, w hich ow n or control insurers.  Aff iliated SBs refer to either 
Assurbanking-af f iliated SBs or Bancassurance-af f iliated SBs.

t - Test   (P-value)

This table provides the statistics of  Thrif t Saving Banks' (SBs) Interest Income, Non-Interest Income, and Ratio of  Non-interest 
Income to Interest Income betw een banks. 
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Overall Performance – ROA, ROE, Net Operating Income to Assets

To compare banks’ overall performance, we use return on assets (ROA), return on equity
(ROE), and net operating income to assets ratio. CBs, affiliating with insurers or conducting limited
insurance underwriting business, had consistently higher ROA, ROE, and net operating income to
assets ratios than those without any insurance business (Table 14 Panel A). The evidence in thrift
saving sector is different: on average assurbanking-affiliated saving banks performed worse than the
other two SBs groups (Table 14 Panel B) evidenced by negative average ROE and net operating
losses. This evidence suggests that although assurbanking-affiliated SBs had profitable interest
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business (discussed next), their lower non-interest related return still couldn’t be offset and, as a
result, contributed to their lower overall return.

Table 14 Banks Operating Performance:  Return on Asset (ROA), Return on Equity (ROE), and Net Operating Income to Assets

Panel A: Commercial Banks:    ROA, ROE, and Net Operating Income to Assets

Bancassurance Non-Affiliated Non-affi. w / ins. Non-affi.  w /o ins.
ROA 6.15% 3.19% 4.39% 3.00%
ROE 35.70% 35.58% 47.46% 33.71%
Net Operating Income to Asset 5.80% 3.09% 4.27% 2.90%

Bancassurance Non-Affiliated Non-affi. w / ins. Non-affi.  w /o ins.
ROA 2.26% 1.53% 3.19% 1.48%
ROE 17.30% 17.15% 28.09% 16.15%
Net Operating Income to Asset 2.11% 1.46% 3.09% 1.39%

Bancass. ~ Non-affi.
Bancass. ~ Non-aff i. 

w / ins.
Bancass. ~ Non-aff i. 

w /o ins.
Non-aff i. w / ins. ~ 
Non-aff i. w /o ins.

ROA 0.03 0.14 0.02 0.03
ROE 0.49 0.12 0.41 0.05
Net Operating Income to Asset 0.04 0.18 0.03 0.03

Figure 14.a

t - Test   (P-value)

Bancassurance-affiliated CBs are those affiliated w ith insurers by directly holding insurers or through their holding companies, 
w hich ow n or control insurers.  Assurbanking-affiliated CBs are those directly ow ned by insurers or ow ned through their holding 
companies, w hich are ow ned or controled by insurers.  Since  the assurbanking-af filiated CBs are tiny in size and no more than 
10 in number, w e merge them to bancassurance-affiliated CBs. Non-affiliated CBs WITHOUT INS are those w ithout any af filiation 
(either direct control or through holding companies they belong to) w ith insurance companies.  Non-affiliated CBs WITH INS are 
those w ithout any affiliation w ith insurance companies, but underw riting such inhouse insurance products as credit related 
insurance, mortgage insurance.

This table reports banks' overall performance - Return on Asset (ROA), Return on Equity (ROE), and Ratio of Net Operating Income 
to Asset.  The P-value of t-test is also provided.
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Table 14 Panel B: Thrift Saving Banks:    ROA, ROE, and Net Operating Income to Assets

Non-Affiliated Affiliated Assurbanking Bancassurance
ROA 1.18% -0.97% -1.65% 0.93%
ROE 12.86% 4.75% 0.30% 17.16%
Net Operating Income to Asset 0.82% -1.43% -1.98% 0.10%

Non-Affiliated Affiliated Assurbanking Bancassurance
ROA 1.04% 0.40% 0.24% 1.33%
ROE 11.06% 4.27% 2.25% 16.48%
Net Operating Income to Asset 0.88% 0.24% 0.17% 0.78%

Non-affi.~ Aff i. Non-af fi. ~ Assurb. Non-aff i. ~ Bancass. Assurb.~Bancass.
ROA 0.02 0.01 0.42 0.07
ROE 0.00 0.00 0.21 0.00
Net Operating Income to Asset 0.01 0.02 0.24 0.10

Figure 14.b

Mean (%)

Non-affiliated SBs are those w ithout any affiliation (either direct control or through holding companies they belong to) w ith 
insurance companies.  Assurbanking-affiliated SBs are those directly ow ned by insurers or ow ned through their holding 
companies, w hich are ow ned or controled by insurers.  Bancassurance-aff iliated SBs are those aff iliated w ith insurers by directly 
holding insurers or through their holding companies, w hich ow n or control insurers.  Affiliated SBs refer to either Assurbanking-
affiliated SBs or Bancassurance-aff iliated SBs.
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Interest Margin and Non-Interest Margin 

The interest margin and non-interest margin measure the profitability of banks and are two
important ratios in evaluating banks’ performance and conditions. Interest margin is defined as the
dollar difference between interest income and interest expense as a percentage of earning assets.
Similarly, the non-interest margin is defined as the dollar difference between non-interest income
and non-interest expense as a percentage of earning assets. Table 14.1 Panel A indicates that, on
average, bancassurance-affiliated CBs had significantly higher interest and non-interest margins than
non-affiliated CBs. And non-affiliated INS CBs had significantly higher non-interest margins but
lower interest margins than non-affiliated NOINS CBs. The evidence in the thrift saving industry
is different. Table 14.1 Panel B shows that bancassurance-affiliated SBs had the highest interest
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margins and assurbanking-affiliated SBs had the lowest interest and non-interest margins among
thrift institutions. However, all three thrifts groups showed negative non-interest margins on
average. 

Table 14.1 Banks Operation Performance:  Interest Margin, Non-Interest Margin

Bancassurance Non-Aff iliated Non-affi. w / ins. Non-aff i.  w /o ins.
Interest Margin 5.12% 3.99% 3.75% 4.03%
Non-Interest Margin 1.11% -1.54% -1.32% -1.58%

Bancassurance Non-Aff iliated Non-affi. w / ins. Non-aff i.  w /o ins.
Interest Margin 3.98% 3.92% 3.71% 3.97%
Non-Interest Margin -1.41% -1.69% -1.34% -1.75%

Bancass. ~ Non-aff i.
Bancass. ~ Non-aff i. 

w / ins.
Bancass. ~ Non-aff i. 

w /o ins.
Non-aff i. w / ins. ~ 
Non-aff i. w /o ins.

Interest Margin 0.07 0.04 0.08 0.01
Non-Interest Margin 0.11 0.13 0.10 0.02

Figure 14.1.a

Panel A: Commercial Banks Performance:   Interest Margin, Non-interest Margin
Mean (%)

Median (%)

t - Test   (P-value)

This table show s Interest Margin and Non-interest Margin measuring the profitability of banks.  (1) Interest margin is defined as the dollar 
dif ference betw een interest income and interest expense as a percentage of earning assets. (2) Similarly, non-interest margin is defined as 
the dollar difference betw een non-interest income and non-interest expense as a percentage of earning assets. 

Bancassurance-aff iliated CBs are those aff iliated w ith insurers by directly holding insurers or through their holding companies, w hich ow n 
or control insurers.  Assurbanking-aff iliated CBs are those directly ow ned by insurers or ow ned through their holding companies, w hich 
are ow ned or controled by insurers.  Since  the assurbanking-aff iliated CBs are tiny in size and no more than 10 in number, w e merge them 
to bancassurance-aff iliated CBs. Non-aff iliated CBs WITHOUT INS are those w ithout any aff iliation (either direct control or through holding 
companies they belong to) w ith insurance companies.  Non-affiliated CBs WITH INS are those w ithout any aff iliation w ith insurance 
companies, but underw riting such inhouse insurance products as credit related insurance, mortgage insurance.
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Table 14.1

Non-Affiliated Affiliated Assurbanking Bancassurance
Interest Margin 3.09% 3.10% 2.67% 4.30%
Non-Interest Margin -1.54% -4.38% -4.96% -2.76%

Non-Affiliated Affiliated Assurbanking Bancassurance
Interest Margin 3.27% 3.04% 2.49% 3.89%
Non-Interest Margin -1.62% -2.26% -2.41% -1.99%

Non-aff i.~ Aff i. Non-aff i. ~ Assurb. Non-affi. ~ Bancass. Assurb.~Bancass.
Interest Margin 0.49 0.04 0.03 0.01
Non-Interest Margin 0.05 0.07 0.25 0.22

Figure 14.1.b

Non-aff iliated SBs are those w ithout any aff iliation (either direct control or through holding companies they belong to) w ith insurance 
companies.  Assurbanking-aff iliated SBs are those directly ow ned by insurers or ow ned through their holding companies, w hich are 
ow ned or controled by insurers.  Bancassurance-aff iliated SBs are those aff iliated w ith insurers by directly holding insurers or through 
their holding companies, w hich ow n or control insurers.  Aff iliated SBs refer to either Assurbanking-affiliated SBs or Bancassurance-
affiliated SBs.

Mean (%)

Median (%)

t - Test   (P-value)

Panel B: Thrift Saving Banks Operation Performance:   Interest Margin, Non-interest Margin
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RBC Ratio, Loan to Deposit Ratio, and Net Charge-Off to Loan Ratio 

We then compare three key ratios highly monitored by bank regulators: risk-based capital
(RBC) ratio, loan to deposit (LTD) ratio, and net charge-offs to loan ratio. Table 14.2 Panel A and
B show RBC ratios for the commercial banking sector and the thrift sector, respectively. In the
commercial banking industry, bancassurance-affiliated CBs had significantly higher RBC ratios than
non-affiliated CBs. In thrifts, the evidence is different: assurbanking-affiliated SBs had the highest
RBC ratios. Bancassurance-affiliated SBs had the lower RBC ratios than non-affiliated SBs, but the
difference was not significant. Incorporating the evidence discussed in Section 6, these results
indicate commercial banking and insurance subsidiaries of bancassurers presented higher RBC ratios
in the banking and insurance industry. Thrift subsidiaries of assurbanks showed the highest RBC
ratios in the thrift saving industry, and insurance subsidiaries of assurbanks presented market
average RBC ratios in the insurance industry.
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Table  14.2

Bancassurance Non-Af f iliated Non-af f i. w / ins. Non-af f i.  w /o ins.
RBC Ratio 117.27% 48.72% 85.58% 42.94%
Loan to Deposit Ratio 344.74% 239.63% 303.30% 230.50%
Net Charge-of f  to Loan Ratio 3.54% 1.11% 2.17% 0.95%

Bancassurance Non-Af f iliated Non-af f i. w / ins. Non-af f i.  w /o ins.
RBC Ratio 33.54% 14.15% 32.13% 13.89%
Loan to Deposit Ratio 117.37% 98.99% 166.87% 95.96%
Net Charge-of f  to Loan Ratio 1.14% 0.38% 0.87% 0.35%

Bancass. ~ Non-
af f i.

Bancass. ~ Non-
af f i. w / ins.

Bancass. ~ Non-af f i. 
w /o ins.

Non-af f i. w / ins. ~ 
Non-af f i. w /o ins.

RBC Ratio 0.06 0.25 0.05 0.02
Loan to Deposit Ratio 0.23 0.39 0.21 0.10
Net Charge-of f  to Loan Ratio 0.00 0.11 0.00 0.04

Figure  14.2.a

Bancassurance-af f iliated CBs are those af f iliated w ith insurers by directly holding insurers or through their holding 
companies, w hich ow n or control insurers.  Assurbanking-af f iliated CBs are those directly ow ned by insurers or 
ow ned through their holding companies, w hich are ow ned or controled by insurers.  Since  the assurbanking-
af f iliated CBs are tiny in size and no more than 10 in number, w e merge them to bancassurance-af f iliated CBs. Non-
af f iliated CBs WITHOUT INS are those w ithout any af f iliation (either direct control or through holding companies they 
belong to) w ith insurance companies.  Non-af f iliated CBs WITH INS are those w ithout any af f iliation w ith insurance 
companies, but underw riting such inhouse insurance products as credit related insurance, mortgage insurance.

This table provides bank's Risk-Based Capital (RBC) Ratio, Loan to Deposit (LTD) Ratio, and Loan Charge-of fs Ratio.  
(1) RBC ratio is calculated as the ratio of  total risk-based capital to risk-w eighted assets.  (2) LTD ratio is used as a 
measure of bank's liquidity and is calculated as a bank's gross loans div ided by total deposits, indicating the 
percentage of  a bank's loans funded through deposits.  (3) Charge-of fs are loans w ritten of f  as uncollectable by the 
banks and are measured on a net basis, loans charged of f  as losses minus recoveries on loans preciously charged 
of f , The loan charge-of fs ratio is calculated as net loan charge-of fs divided by the total loans.
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Table 14.2

Non-Aff iliated Affiliated Assurbanking Bancassurance
RBC Ratio 16.96% 47.43% 55.97% 23.65%
Loan to Deposit Ratio 98.70% 89.76% 81.38% 113.13%
Net Charge-off to Loan Ratio 0.39% 0.55% 0.27% 1.12%

Non-Aff iliated Affiliated Assurbanking Bancassurance
RBC Ratio 14.31% 15.23% 15.65% 14.17%
Loan to Deposit Ratio 98.06% 72.59% 49.87% 103.58%
Net Charge-off to Loan Ratio 0.06% 0.12% 0.10% 0.35%

Non-aff i.~ Aff i. Non-aff i. ~ Assurb. Non-aff i. ~ Bancass. Assurb.~Bancass.
RBC Ratio 0.00 0.00 0.18 0.02
Loan to Deposit Ratio 0.37 0.31 0.30 0.24
Net Charge-off to Loan Ratio 0.26 0.28 0.12 0.08

Figure 14.2.b

Non-aff iliated SBs are those w ithout any aff iliation (either direct control or through holding companies they belong to) 
w ith insurance companies.  Assurbanking-affiliated SBs are those directly ow ned by insurers or ow ned through their 
holding companies, w hich are ow ned or controled by insurers.  Bancassurance-aff iliated SBs are those aff iliated 
w ith insurers by directly holding insurers or through their holding companies, w hich ow n or control insurers.  
Aff iliated SBs refer to either Assurbanking-aff iliated SBs or Bancassurance-affiliated SBs.

t - Test   (P-value)
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The loan to deposit (LTD) ratio is used as a measure of liquidity in banking sector; it often
receives the most attention. The LTD ratio, measured as the value of a bank's gross outstanding
loans divided by total deposits, indicates the percentage of a bank's loans funded through deposits.
An upswing in the LTD may indicate that a bank has less of a cushion to fund its growth and to
protect itself against a sudden recall of its funding, especially a bank that relies on deposits to fund
growth. The evidence in Table 14.2 Panel A shows that non-affiliated NOINS CBs’ had the lowest
LTD ratio suggesting that they had higher liquidity than those commercial banks with insurance
business or affiliated with insurers. In the thrift saving sector, bancassurance-affiliated SBs showed
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the lowest liquidity level and non-affiliated SBs had lower liquidity levels than assurbanking-
affiliated SBs, but the difference was not statistically significant (Table 14.2 Panel B).

Charge-offs are loans written off as uncollectable by the banks and are loans recognized as
losses. Charge-offs are measured on a net basis and are calculated as loans charged off as losses
minus recoveries on loans preciously charged off.  The net charge-off ratio is calculated as net loan
charge-offs divided by the total loans. Table 14.2 Panel A shows that bancassurance-affiliated CBs
had statistically higher loan charge-off ratios than non-affiliated INS CBs, and non-affiliated INS
CBs had higher loan charge-off ratios than non-affiliated NOINS CBs. It suggests that commercial
banks affiliated with insurers had higher losses on default loans than those with in-house insurance
business. And commercial banks with in-house insurance underwriting business had higher losses
on default loans than those without any insurance affiliates or insurance underwriting business. For
savings banks, Table 14.2 Panel B presents similar evidence: insurance-affiliated SBs (including
bancassurance-affiliated and assurbanking-affiliated) had significantly higher loan charge-off ratios
than non-affiliated SBs. 

CONCLUSIONS

The Gramm-Leach-Bliley Act of 1999 is a landmark financial services legislation, which
promised the most fundamental reform in the U.S. financial services regulation in more than half
a century. Few doubted the potential for GLB to have a profound impact on financial service
providers and on the market. However, there is a lack of empirical research on the effects of cross-
sector diversification by financial firms. We have sought to contribute new evidence on the impact
of the U.S. banking and insurance integration in the post-Gramm-Leach-Bliley era. 

Using a unique dataset which link the banking and insurance regulatory data, we first identify
domestic assurbanks and bancassurers, and all the unique subsidiaries of all financial service
companies in the U.S. licensed as a commercial bank, thrift, or insurance company. We next
investigate the effects of combining the banking and insurance of the economy in the U.S. We
evaluate market structure, firm characteristics, and firm operating performance in the integrated
banking and insurance industry. The empirical results suggest that both domestic “assurbanks” and
“bancassurers” are large in size and account for significant portions of banking and insurance
industries. Large commercial or saving banks are more interested in small-size life and property-
liability insurance companies, and large insurance companies are more likely to extend their
traditional business into banking through small-size thrifts. Banks appear more interested in life
insurance than property-liability insurers, and insurers prefer to affiliate with thrift saving banks than
with commercial banks.

Insurance companies owning banking subsidiaries are more geographically diversified and
have relatively higher A.M. Best ratings than insurance specialists and, therefore, they have
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presumably lower default risks. Joint producers are more engaged in personal lines than commercial
lines of insurance and are more diversified in their traditional products. Joint firms have higher non-
interest income than bank specialists even after controlling firm size effects. Firms jointly producing
banking and insurance services have higher overall profitability in their traditional lines of business.
Bancassurers perform well in the insurance business, but most assurbanks lose money in their
banking division, evidenced by their negative interest and non-interest margins. Joint producers
generally keep higher equity capital in the non-traditional business divisions, which is evidenced
by higher RBC ratios and lower leverage ratios. 

After the passage of GLB, we did not observe the wave of cross-sector conglomerations as
expected in the U.S. banking and insurance industries. Our results show banks’ and insurers’
hesitation on exercising the new power granted by GLB Act. U.S. banks and insurers have opted for
integration at the marketing level rather than the production level.

ENDNOTES

1 Pub. L. 106-102, 113 Stat. 1338 (1999).
2 For example, Regions Financial Corp acquired Rebsamen Insurance Inc., a full-line general insurance broker,

and Morgan Keegan, a large investment firm. Some insurers, such as Allstate, MetLife, Principal Financial, and
State Farm have started their own federal savings banks.

3 Pub. L. 90-255, 82 Stat. 5 (1968).
4 Competitive Equality Banking Act (CEBA) of 1987, Pub. L. 100-86, 101 Stat. 552 (1987), redefined “bank”

to include any institution with FDIC deposit insurance. However, CEBA grandfathered non-bank banks existing
before March 5, 1987, also known as CEBA banks.

5 Banking industry has a dual chartering system. State chartered banks may conduct business under the mandates
of state law. Nationally chartered banks are empowered to engage in a specific set of activities under National
Banking Act. Their parent holding companies are regulated under the BHCA by FRB. BHCs and their non-
banking subsidiaries (e.g., finance and mortgage companies), before GLB, were limited to those closely related
to banking.

6 Ch. 106, 13 Stat. 99 (1864).
7 Ch. 240, 70 Stat. 133 (1956).
8 Pub. L. 97-320, 96 Stat. 1469 (1982).
9 To improve the international competitiveness of U.S. banking organizations, FRB expanded permissible

activities abroad and reduced associated regulatory burden. BHCs, therefore, could establish offshore insurance
abroad.

10 Pub. L. 102-242, 105 Stat. 2236 (1991).
11 Saving institutions include saving banks and saving associations, and throughout this study we refer to them

as thrift institutions or thrift saving banks.
12 A multiple savings and loan holding company controls directly or indirectly two or more federally or state-

chartered thrift institutions insured by FDIC.
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13 The prohibited activities are insurance underwriting and annuity issuance, real estate development or
investment, and merchant banking.

14 Thrift Holding Company Structure Report. For example: State Farm owned Sate Farm Bank; Allstate owned
Allstate Bank; American International Group owned AIG Federal Saving Bank.

15 We waited until 2003 to use the data, leaving several years for the firms to complete their integration and
achieve gains/losses if any.  2005 data is the most recent data available to us at the time of this study. Thus,
conducting a future study with a longer time series would be interesting.

16 Throughout the paper, joint producers refer to financial conglomerates producing both banking and insurance
products, i.e., bancassurers and assurbanks.

17 The data show the similar figures over the three year period 2003 – 2005. For example, the original data
contains 90, 86 and 87 joint producers, 1346, 1401 and 1412 insurance specialists, 7261, 7110 and  7046 bank
specialists for the year 2003, 2004 and 2005, respectively.  

18 The market structure and performance analysis results are similar over the three year period, therefore in the
remaining of the paper the analysis is presented for the year 2003 only.

19 Top tier FHCs/BHCs are defined as FHCs or BHCs without parent holding companies, and lower tier
FHCs/BHCs are those owned by top tier FHCs/BHCs.

20 Assurbanking-affiliated insurance companies are insurance subsidiaries of assurbanks.
21 Bancassurance-affiliated insurance companies are insurance subsidiaries of bancassurers.
22 Best’s ratings scale are as follows: A++, A+ (Superior); A, A- (Excellent); B++, B+ (Very Good); B, B- (Fair);

C++, C+ (Marginal); C, C- (Weak); D (Poor); E (Under Regulatory Supervision); F (In Liquidation); S (Rating
Suspended).  Best’s Key Rating Guide, 2004 Edition.

23 The product Herfindahl Index for an insurer producing n types of products is measured as   (P1^2 + P2^2 + …+
Pn^2 ) / (P1 + P2 + … + Pn)^2, where Pi is the ith product net premium written.

24 Life insurers with a BCAR score of more than 100 percent are considered to have "adequate" balance sheet
strength, and firms with a BCAR score of more than 175 percent are believed to have a “very strong” balance
sheet. Risk Based Capital ratio is also shown, which shows the consistent results with BCAR.

25 Ceded Reinsurance Leverage is calculated as reinsurance recoverable, ceded balances payable and ceded
premiums written, less funds held, divided by policyholders' surplus.  

26 Property-Liability insurers are deemed to have "adequate" balance sheet strength if they generate a BCAR score
of over 100 percent, and deemed to have “very strong” balance sheet strength if generating a BCAR score over
200 percent.

27 Quick assets include 80 percent of unaffiliated common stock, cash, short-term investments, Government bonds
maturing in five years or less and all other bonds (excluding affiliates) maturing in one year or less.  

28 Bancassurance-affiliated commercial banks are the banking subsidiaries of bancassurers.
29 Assurbanking-affiliated commercial banks are the banking subsidiaries of assurbanks.
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THE OWNERSHIP STRUCTURE OF INVESTMENT
BANKS:  A CASE FOR PRIVATE PARTNERSHIPS?

Carolin Schellhorn, Saint Joseph’s University

ABSTRACT

Given the recent collapse, merger or conversion to bank holding company status of the major
publicly traded investment banks, it appears reasonable to question whether the public corporation
is the most suitable form of organization for this industry.  This paper integrates some of the existing
theoretical and empirical literature on ownership structure, risk-taking and regulation as it relates
to investment banks. A comparison of ownership structure characteristics suggests that, for this
industry, the private partnership may be a more suitable form of organization, because its
characteristics appear to be more compatible with, and supportive of, a sound financial system. A
requirement to operate as private partnerships is a possible alternative to the government’s
supervision and regulation of investment banks.

INTRODUCTION

The subprime mortgage crisis and its fallout have caused losses for households, businesses
and government in the U.S. as well as abroad.   Among the crisis’ more prominent victims are the
five largest U.S. investment banks, which, by the end of 2008, had ceased to exist as stand-alone
publicly traded firms.  Lehman Brothers filed for bankruptcy protection in September 2008, while
Bear Stearns and Merrill Lunch were sold to bank holding companies that same year.  Also during
2008, Morgan Stanley and Goldman Sachs yielded to government pressure to change to bank
holding company status in order to weather threats to their solvency.  Clearly, investment banks, as
originators and distributors of asset-backed securities, were at the very heart of the financial crisis.
What caused this dramatic failure of all of the top investment banks?  Was it a failure of managerial
judgment, complacency on the part of investors, or a failure of regulators and credit rating agencies?
Was the main culprit the ‘Originate to Distribute” model of commercial banking, which facilitated
the creation of toxic assets? In hindsight, it appears that several factors conspired to produce the
crisis that ensued. 

This paper suggests that the organization of the major U.S. investment banks as publicly
traded corporations may have been an important factor in creating the incentive structure for
prolonged and excessive risk-taking, which ultimately precipitated the near failure of the financial
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system.  While publicly traded corporations enjoy important advantages, as will be discussed below,
this form of ownership may not be desirable for investment banks, if the safety and soundness of the
financial system are at stake. 

In the next section, we summarize possible reasons why the major U.S. investment banks
went public after operating as private partnerships for decades.  We then discuss the agency
problems that arise from the separation of ownership and control in publicly traded corporations,
and the ways in which executive compensation packages have been used to mitigate these problems.
Executive compensation in the form of large bonuses, stock and stock options, in turn, may have
encouraged investment bank managers to take ever higher risks, a behavior that has remained
unchecked by the arms-length owners of publicly traded firms.  

One way to control excessive risk-taking is to strengthen and expand the government’s
supervision and regulation to include the investment banks.  Similar to commercial banks,
investment banks could be subjected to risk-adjusted capital requirements, asset quality standards,
and frequent regulatory audits.  Executive compensation packages could be scrutinized by the
government.  One drawback of this approach is that a potential failure of the government’s
supervision increases the likelihood that the government will be forced to bail out institutions that
have become “too big to fail,” thus putting taxpayers at risk.  

This paper makes a case for a possible alternative: The requirement, or incentive, for
investment banks to operate as private partnerships. The private partnership form of organization
naturally reduces risk-taking incentives due to the fact that partners face unlimited liability.  In
addition, the private partnership, due to its limited access to financial markets, curtails firms’ ability
to grow to sizes that make them “too big to fail.”  

The paper further argues that, due to the nature of the investment banking business, firms in
this industry are more likely to be successful when they operate as private partnerships. The
corporate form of ownership may be well suited for firms in industries, like manufacturing, where
performance is driven by “explicit knowledge.”  Explicit knowledge can be expressed, documented
and passed on with the help of the media.  However, the incentive structure of a public corporation
may not be well suited for the investment banking business, which relies on personal relationships
and the ability to price hard-to-value assets.  This ability requires “tacit knowledge” and “tacit
human capital,” i.e., relevant experience, good business relationships, and a solid reputation for
responsible underwriting (Polanyi, 1966).  The investment banking industry, similar to other service
industries, may work better when senior partners pass their experience, their relationships and their
judgment on to junior partners in organizations that make it possible to preserve tacit knowledge and
tacit human capital.
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CONVERSION TO PUBLIC CORPORATIONS

Until the rules were changed in 1970, public corporations were not allowed to become
members of the New York Stock Exchange. Member firms operated as partnerships or as closely
held private corporations, and many continued to do so even after the rules restricting ownership
structure were relaxed.  While some investment banks, like Donaldson, Lufkin and Jenrette and
Merrill Lynch, converted to stock ownership in the early 1970s, others waited several years, if not
decades. Goldman Sachs floated its IPO in 1999.  

Morrison and Wilhelm (2008) analyze the reasons why some investment banks found it
advantageous to continue operating as private partnerships for years before converting to stock
ownership.  Their research builds on earlier work (Morrison and Wilhelm, 2004), which highlights
the advantages of private partnerships especially in industries that rely heavily on trust, reputation,
and tacit human capital.  Investment banking, like management consulting and other service-oriented
professions, requires skills that are difficult to teach in a classroom setting and are best learned on
the job under the guidance of an experienced and successful mentor.  Successful investment banking
leads to a good reputation, which is necessary because the quality of the service cannot be observed
by the client until well after the service has been provided.  Arguably, one of the most important
skills of an investment banker is to recognize when a risk should not be taken and a deal should not
be done.  This skill, as good judgment in other areas, is very difficult to teach in theory.  It may have
to be observed first hand in order to be learned.   

Due to the fact that partners in investment banking organizations have difficulty transferring
their ownership and, typically, face unlimited liability, their careers and lives are intertwined with
the fate of their firms. They have strong incentives to spend the time required for mentoring junior
colleagues.  Without this, the partnership would lose its reputation and fail along with its partners.
The partnership form of ownership, therefore, improves on-the-job training and facilitates the
intergenerational transfer of tacit skills, such as good judgment and understanding the limits of risk-
taking.  

If the partnership form of organization is so well suited to the business of investment
banking, then why did so many investment banks convert to public corporations during the decades
following 1970?   Morrison and Wilhelm (2008) argue that innovation in both information
technology and finance gradually reduced the significance of tacit human capital.  First, batch-
processing and, later, the microcomputer allowed investment banks to replace human capital with
physical capital.  The development of quantitative financial models codified knowledge so that much
of it could be learned in the classroom.  This reduced the need for mentoring and facilitated access
to trading markets.  Reduced barriers to entry combined with reduced profit margins created the
need for large-scale trading.  The importance of access to financial and physical capital increased
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relative to the importance of human capital.  The corporate form of ownership became more
attractive than the private partnership because it was better able to finance expansion and growth.

Lost in the process was the tacit human capital, which could not be codified, even after the
introduction of computers and financial modeling.  In the investment banking business, it is this tacit
human capital, which is required for judicious risk-taking.  And that, in turn, is necessary to sustain
a high-quality reputation and clients’ trust in the long run.  Lewis (2008) characterizes the
transformation of Salomon Brothers from a private partnership to a public corporation as a transfer
of risk from the partners to the shareholders: “The shareholders who financed the risks had no real
understanding of what the risk takers were doing, and as the risk-taking grew ever more complex,
their understanding diminished.  The moment Salomon Brothers demonstrated the potential gains
to be had by the investment bank as public corporation, the psychological foundations of Wall Street
shifted from trust to blind faith.” (Lewis, December 2008, Portfolio.com, Conde Nast Inc.)

REGULATING THE CORPORATE FORM OF OWNERSHIP

Ever since Berle and Means (1932) and Jensen and Meckling (1976), the agency costs
associated with the corporate form of ownership have been well understood and empirically
documented.  Inefficiencies in the use of assets, waste, shirking, and the consumption of perquisites
by managers are observed in publicly traded firms, where ownership of the assets is separated from
control over how they are used.  These agency costs have been found to increase with the dispersion
of ownership among non-manager owners and decrease with increases in managers’ ownership share
(Ang, Cole, and Lin, 2000).

To reduce these agency costs, executive compensation packages have been designed to
increase managerial ownership and align the incentives of managers with those of the owners.
Maher (1992) sheds light on the types of compensation packages offered by publicly traded
investment banks in the early 1990s in efforts to re-create incentives that existed when the firms
operated as private partnerships.  Bonuses that are tied to short-term performance, stock and stock
options, as solutions to the agency problems of public corporations, however, have created their own
set of problems.  In fact, the reduction of agency conflicts between managers and owners has
exacerbated the agency conflicts between owner-managers and the holders and guarantors of bank
debt.  Bebchuk and Spamann (2009) analyze the role that pay packages have played in creating
incentives for bank managers to take excessive risks at the expense of debt holders and the safety
of our financial system.  When the value of bank equity declines in times of crisis, the authors point
out that the incentives to take excessive risks are reinforced, because equity ownership represents
an ever increasing levered bet.  This causes the interests of shareholders/managers to diverge even
more from the interests of debt holders and the government guarantor.  



115

Academy of Banking Studies Journal, Volume 10, Number 1, 2011

In order to address these problems, the authors argue for more informed and more
ophisticated regulation of compensation packages for bank executives.  Beyond that, other
traditional types of government regulation, such as higher capital requirements, minimum standards
for asset quality, and frequent regulatory audits, could be employed to contain risk. Admati et. al.
(2010) make a strong case for significantly increased capital requirements for financial institutions.
The authors find that bank equity is not as expensive as is commonly believed, especially when
social benefits and costs are taken into account.

While this approach may be appropriate for the business of deposit-taking and lending
conducted by commercial banks, which have always been heavily regulated, it is not clear that the
government’s safety net and supervision need to be extended to include the investment banking
industry.  In fact, it has been argued that the more stable business of deposit-taking and lending
should be separated from the risks associated with securities underwriting and trading (see, for
instance, Gros and Alcidi, 2009).  

Nonetheless, the Dodd-Frank Wall Street Reform and Consumer Protection Act, which was
recently signed into law, lays the foundation for an extension of government regulation from banks
and bank holding companies to all nonbank financial firms (Fein, 2010).  The rules that lawmakers
and regulators will develop based on the Dodd-Frank Bill in the months to come will have to provide
for government control of excessive risk-taking, as well as for the possible resolution of any
financial firm that is “oo big to fail.  This represents a significant challenge for our regulatory and
financial systems.  It remains to be seen whether this approach will prove successful.

A POSSIBLE ALTERNATIVE:  PRIVATE PARTNERSHIPS

An alternative way to address the incentive problems as well as the “oo-big-to-fail” problem
that are associated with the public form of ownership is to require, or induce, investment banks to
operate as private partnerships.  The interests of private partners as committed, long-term owners
and managers with unlimited liability are much less likely to diverge substantially from the interests
of bondholders, no matter what bonuses and pay packages the partners are receiving.  Both
stakeholder groups would have incentives to prevent excessive risk-taking in order to insure the
long-run survival of the firm.  Limited access to capital markets would naturally control the size of
these firms, which would prevent them from becoming “too big to fail” and reduce the need for
expensive government bailouts.

An added advantage of organizing investment banks as private partnerships would be the
existence of strong incentives for senior partners to pass tacit skills on to junior colleagues. Thus,
private partnerships would help insure the preservation of tacit human capital and sound managerial
judgment in the industry.  For investment banks, at this time, the rebuilding of trust and reputation
appear to be more important than rapid expansion and growth.



116

Academy of Banking Studies Journal, Volume 10, Number 1, 2011

In a recent paper, Bunting (2010) offers a legal perspective and makes strong behavioral
arguments in favor of regulations that provide incentives for investment banks to choose the private
partnership structure even though they could operate as public corporations.  

SUMMARY AND CONCLUSION

The major investment banks are now owned by, or operated as, bank holding companies.
This outcome represents an ad-hoc emergency solution to a crisis that required quick action.  It is
not the result of a long-term maximization process, at the end of which the current situation emerged
as the best possible alternative.  Going forward, the question arises as to whether the extension of
the government safety net to the investment banking industry is desirable.  

The alternative suggested in this paper would require investment banks to operate separately
as private partnerships, exposing investment banking partners to unlimited liability.  The advantages
of this approach are that agency conflicts between owners, managers and debt holders would be
mitigated as risk-taking incentives would be weakened.  The need for increased government
involvement in designing executive compensation packages for investment bankers, as well as other
forms of government intervention, would be reduced.  The illiquid nature of the partnership stakes
would promote the development and transfer of tacit human capital, thus supporting the industry’s
success.  While private partnerships are somewhat restricted in their ability to grow due to more
limited access to financial capital, this may be a disadvantage that is worth accepting, particularly,
because it would naturally constrain firm size and prevent firms from requiring government bailouts
under a “too-big-to-fail” policy.
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ABSTRACT

The current study takes a contingency theory approach to the relationships between market
orientation and a variety of marketing strategy concepts, including market share, a firm’s Miles and
Snow strategy type, market growth, service growth, service focus, market coverage, the Porter
strategy group, and strategic marketing initiative.  The results of the study support this approach,
showing that at least five of the seven strategy combinations exhibit a significant relationship to
market share.  In particular, it is found that firms possessing a recommended 'fit' between a high
degree of market orientation and a more aggressive marketing strategy profile tend to have higher
levels of market share.  In fact, it may be better to implement a no-fit combination than to have an
unrecommended 'fit' combining a low degree of market orientation with a less aggressive strategic
approach.  The results of the study also reveal that a firm's market share performance is related to
the total number of strategic 'fits' between market orientation and the marketing strategy
components.

INTRODUCTION

Contrary to the conservative image of the financial services industry, financial service
providers have begun to show an increasing interest in marketing (Uzelac & Sudarević, 2006).  This
is especially true in the case of credit unions, many of whom have begun to pursue differentiation
through expanded service offerings in response to the intensification of rivalry among the range of
competitors (Barboza & Roth, 2009).  Nevertheless, as marketing strategy begins to play a greater
role in these organizations, researchers need to continue to strengthen the link between marketing
strategy and performance (Uzelac & Sudarević, 2006).  

Given the complexity of markets and competitive conditions, the fundamental assumption
by researchers in strategy and related disciplines since the 1970s has been that no universal set of
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strategic choices exists that is optimal for all businesses (Ginsberg & Venkatraman, 1985; Galbraith,
1973).   In essence, corporate or business strategy is contingency-based, with the effectiveness of
an organization being dependent upon the amount of congruence or 'fit' between structural and
environmental variables (Shenhar, 2001).  The primary focus of contingency theory, therefore, has
traditionally been on the relationship between organizational factors, environmental characteristics,
and the organization’s strategic response (Ginsberg & Venkatraman, 1985).  For instance, studies
looking at organizational factors such as firm size or firm technology or environmental factors such
as environmental uncertainty have tended to dominate the field (Birkinshaw et al., 2002).

Although the contingency perspective is less prominent today than during the earlier stages
of organization theory, researchers have recently begun to reintroduce this important idea.  For
instance, Solberg (2008) investigated the contingency factors influencing international distributor
relationships, Teasley & Robinson (2005) analyzed the contingency factors influencing technology
transfer, and Birkinshaw et al. (2002) examined the validity of knowledge as a contingency variable
influencing organizational structure.  Consistent with the recent reemergence of contingency based
studies, the current study examines the relationship between a variety of marketing strategy concepts
and one of the most important variables guiding the practice of modern day marketing, market
orientation.  

MARKET ORIENTATION

Perhaps the most fundamental philosophical assumption of modern marketing theory is the
centrality of the marketing concept.  According to the marketing concept, in order to achieve
sustained success, firms should identify and satisfy customer needs more effectively than their
competitors.  Firms that adopt and implement the marketing concept are said to be market oriented
(Lamb et al., 2005).   It follows then that market oriented firms engage in activities related to the
generation and dissemination of customer and competitor related market intelligence (Kirca et al.,
2005). 

Li & Calantone (1998) point out that those firms more adept at generating market knowledge
will be able to achieve better performance because they will have better access to information about
consumer preferences.  Yet market orientated firms go beyond the mere collection of market related
information.  Firms with a market orientation also actively share this information across
departments.  The result is to create greater customer value and satisfaction, a prerequisite for
success (Kerin et al., 2009).

In addition, those firms exhibiting high levels of market-orientation are likely to identify, and
seek to take advantage of, opportunities presented in their markets (Narver & Slater, 1990).  For
instance, Im & Workman (2004) find a relationship between new product success and market-
orientation.  In fact, much of the research investigating the market-orientation concept suggests that
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firms which have better market knowledge are often more creative and innovative overall, which
should lead to better overall long-term performance (Im & Workman, 2004).

HYPOTHESES

According to the marketing strategy literature, implementing a market orientation provides
a firm with the ability to sense market trends and to anticipate customer needs, both of which can
lead to superior organizational performance (Hult & Ketchen, 2001; Kirca et al., 2005).  Therefore,
firms should ideally operate with a high level of market orientation.  Also, research suggests that
market orientation creates an aggressive and proactive disposition toward meeting customer needs
(Kirca et al., 2005).  As such, it is likely that high levels of market orientation will work best when
other related marketing strategy decisions are more aggressive and in line with the advantages given
by a high market orientation.  We call this alignment between relatively high levels of market
orientation with similar degrees of other related marketing strategy decisions (such as more
initiative, or aggressive market and product strategies) a 'recommended fit' (RFit).  

Just as high levels of market orientation may facilitate the success of an aggressive strategy,
low levels of market orientation may be appropriate when a firm chooses to pursue less aggressive
strategies.  For instance, a follower brand that is not in the position to risk valuable resources may
choose to be less aggressive overall, especially given the high cost of implementing a market
orientation (Rust et al., 2002).  Therefore, combining low levels of market orientation with less
aggressive strategies may be another consistent approach favored by some firms, which we refer to
as 'other fit' (OFit).  These less aggressive fit firms would not be expected to match the same levels
of market share of the more aggressive firms with higher market orientation, simply because these
firms would not be in position to take advantage of the many opportunities available in the market
(Jaworski & Kohli, 1993).

Finally, there are firms which, either through choice or inability, do not to match their
marketing strategies to their market orientation.  These firms, which have an unmatched strategy
profile and do not exhibit a 'fit' (NoFit), will implement less aggressive strategies with high levels
of market orientation or more aggressive strategies with lower levels of market orientation.  As with
the OFit firms, it is not expected that NoFit firms will match the RFit companies in terms of market
share, in this case due to possibly, inefficient activities, wasted efforts, or lack of support for
important marketing decisions that result from ill-fitted strategies.

We expect that consistency between market orientation and other related marketing strategy
decisions will be relevant to a firm’s market share, especially when an appropriate alignment is
evident between higher levels of market orientation and more aggressive marketing strategies.  This
leads to the following set of research hypotheses. 
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H1: Market shares will differ among the market orientation-Miles & Snow 'fit'
groups with RFit having the largest share.

H2: Market shares will differ among the market orientation-market growth 'fit'
groups with RFit having the largest share.

H3: Market shares will differ among the market orientation-service growth 'fit'
groups with RFit having the largest share.

H4: Market shares will differ among the market orientation-services focus 'fit'
groups with RFit having the largest share.

H5: Market shares will differ among the market orientation-market coverage 'fit'
groups with RFit having the largest share.

H6: Market shares will differ among the market orientation-Porter 'fit' groups
with RFit having the largest share.

H7: Market shares will differ among the market orientation-marketing initiative
'fit' groups with RFit having the largest share.

DATA COLLECTION

A sample of chief executives from credit unions was taken in the financial services industry.
Data for the study were gathered from a statewide survey in Florida of all the credit unions
belonging to the Florida Credit Union League (FCUL).  Credit unions are cooperative financial
institutions that are owned and controlled by their members.  Credit unions differ from banks and
other financial institutions in that the members who have accounts in the credit union are the owners
of the credit union.  Credit union membership in the FCUL represented nearly ninety percent of all
Florida credit unions and included three hundred and twenty-five firms.  A single mailing was
directed to the president of each credit union, all of whom were asked by mail in advance to
participate.  A four-page questionnaire and a cover letter using a summary report as inducement
were included in each mailing.   This approach yielded one hundred and twenty-five useable
surveys, a thirty-eight percent response rate.  Of those responding, ninety-two percent were
presidents and the remaining eight percent were marketing directors.   Further analysis revealed that
the responding firms differ from the sampling frame based on asset size (χ²=20.73, d.f. =7, p<.01).
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Consequently, medium to larger firms are represented in the sample to a greater degree than smaller
firms.     

MEASUREMENT

In addition to perceived market share, respondents were also asked for their perceptions
regarding their firm’s position relative to a variety of marketing strategy constructs.  These
constructs include (i) market orientation, (ii) Miles & Snow strategy type, (iii) market growth, (iv)
services growth, (v) services focus, (vi) market coverage, (vii) Porter strategy group, and (viii)
marketing initiative.  The precise methodology used to measure these variables is explained in the
following paragraphs.

For performance, perceptual measures were used to evaluate relative market share.
Perceptual measures avoid errors associated with variations in accounting methods and also have
been shown to strongly correlate with objective measures within the same firm (Varadarajan, 1986;
Miller, 1988).  In particular, respondents were asked about their market share performance on a scale
from (1) poor to (5) excellent regarding five market share baselines: [1] versus competitors, [2]
versus goals/expectations, [3] versus previous years, [4] versus firm potential, and [5] growth of
share.  A principal axis factor analysis indicated that the five items load highly on a single dimension
explaining 66.4% of the original variance.  Therefore, an overall indicator of perceived market share
was constructed by summing the five items from the questionnaire.  A reliability of 0.872 was found
using Cronbach’s (1951) coefficient alpha.  The constructed measure of perceived market share had
a possible range from five to twenty-five with a mean of 14.64 and a standard deviation of 3.56.

Market orientation is conceptualized as including two factors common in the marketing
literature:  customer focus and competitor focus (Kirca et al., 2005).  The respondents were asked
to evaluate their perceptions of the firm’s efforts in the marketplace on a scale from (5) true to (1)
not true, across seven items:  [1] we are committed to our customers, [2] we create value for our
customers, [3] we understand customer needs, [4] we are concerned with customer satisfaction, [5]
our employees share competitor information, [6] we respond rapidly to competitors’ actions, and [7]
management is concerned with competitive strategies.  The items were subjected to principal axis
factoring.  The results indicated that two factors, customer focus and competitor focus, explain
69.7% of the original variance.  The items for each of the two factors were summed separately.
Reliabilities of 0.789 for customer focus and 0.834 for competitor focus were found using coefficient
alpha.  An overall indicator of market orientation was then constructed by summing these two
factors.  The resulting market orientation variable had a possible range from eight to forty with a
mean of 31.38 and a standard deviation of 4.51.  Then, a median split was used to group the firms
into those exhibiting high relative levels of market orientation and those exhibiting low relative
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levels of market orientation.  In total, 48% of responding firms were classified as having a low
market orientation and 52% were classified as high in market orientation.

For the Miles & Snow strategy groups, firms were classified utilizing the scheme popularized
by Miles and Snow (1978).  Respondents were asked to check the box which best describes their
firm’s strategy from the following four descriptions.  [1] Defenders – “We attempt to locate and
maintain a secure niche in a relatively stable market environment.  We try to protect our markets by
offering high-quality, well-target services.  We are not at the forefront of industry developments”.
[2] Prospectors: - “We typically concentrate on many diverse markets, which we periodically help
to redefine.  We value being first-in with new services and in new markets even when these efforts
are not highly profitable initially. We respond rapidly to most new opportunities”.  [3] Analyzers –
“We attempt to maintain a stable and secure position in the market while at the same time moving
quickly to follow new developments in our industry.  We are seldom first-in with new services or
in new markets, but are often second-in with better offerings”.  [4] Reactors – “We appear to have
an inconsistent approach to our markets and services and are often indecisive.  We are not aggressive
in attacking new opportunities, nor do we act aggressively to defend our current markets.  Rather,
we take action when we are forced to by outside forces such as the economy, competitors, or market
pressures”.   This procedure resulted in one hundred and nineteen respondents answering the
question, with 38% of the firms being classified as Defenders (45/119), 5% as Prospectors (6/119),
44% as Analyzers (53/119), and 13% as Reactors (15/119).

For market growth strategy, one of the most popular and well-known theoretical models in
marketing is the matrix developed by Ansoff (1957).  Extending Ansoff’s conceptualization of
available market growth strategies, Pleshko and Heiens (2008) suggest that market growth strategies
initiated by a given firm may focus on [1] existing market segments, [2] new market segments, or
[3] both existing and new market segments.  Consequently, our questionnaire asked respondents to
indicate their particular market growth strategy by marking the box next to the appropriate
descriptor.  Respondents could check either [1] we target market segments presently served by the
firm, or [2] we target market segments new to the firm.  They could also check both of the boxes,
indicating they use both new and current markets for growth.  One hundred thirteen respondents
answered the question with 65% (74/113) classified as focusing on current segments, 11% (13/113)
classified as emphasizing new segments, and 23% (26/113) classified as targeting both new and
existing market segments in their efforts at growth.

For services growth strategy, again drawing from Ansoff (1957), Pleshko & Heiens (2008)
suggest that product, or in this case service, growth strategies initiated by a given firm may focus
on [1] existing services, [2] new services, or [3] both existing and new services.  Our questionnaire
asked respondents to indicate their particular services growth strategy by marking the box next to
the appropriate descriptor.  Respondents could check [1] we emphasize services presently offered
by the firm, or [2] we emphasize services new to the firm.  They could also check both of the boxes,
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indicating they emphasize both new and current services in their growth efforts.  One hundred
seventeen respondents answered the question with 54% (64/117) classified as focusing on existing
services, 14% (17/117) classified as emphasizing new services, and 30% (36/117) classified as
utilizing both new and existing services in their growth efforts.

Services focus is defined as the similarity or consistency of services offered by the firms.
Firms were classified on the basis of services focus by asking respondents to check the box next to
the appropriate response.  The options were (i) we emphasize a line of related services or (ii) we
emphasize many unrelated services.  One hundred twelve respondents answered the question with
73% (82/112) classified as offering related services and the remaining 27% (30/112) offering
unrelated services.

Market coverage is defined as the number of customer markets targeted by the firms.  Firms
were classified in their degree of market coverage by asking respondents to check the box next to
the appropriate response.  The options were (i) we specialize in one or two market segments or (ii)
we target many market segments.  One hundred ten respondents answered the question with 52%
(57/110) classified as targeting just one or two segments and the remaining 48% (53/110) targeting
many segments.

For the Porter (1980) strategy groups, firms may compete by either investing in systems to
become the low-cost producer or rather engaging in efforts to differentiate and distinguish their
offerings from other similar products.  Based on Porter’s generic strategies, our questionnaire asked
respondents to classify there firms into one of two categories: (i) we compete by differentiating our
services from others or (ii) we compete by keeping our costs lower than others.  One hundred seven
respondents answered the question with 34% (36/107) classified as differentiating firms and the
remaining 66% (71/107) classified as low-cost firms. 

For strategic marketing initiative (SMI), the authors focus on the aggressiveness or
leadership of the firms as it pertains to marketing strategy controllables.  Specifically, Berger &
Dick (2007) demonstrate that the earlier a bank enters a market, the larger its market share relative
to other banks.  Extending previous research on first-mover advantages, the concept of 'strategic
marketing initiative' encompasses the totality of a firm’s first-mover efforts (Heiens et al., 2004,
Pleshko et al., 2002).  Strategic Marketing Initiative (SMI) is conceptualized as inclusive of six
relevant areas: (1) introduction of new products or services, (2) introduction of new advertising
campaigns or other promotions, (3) initiation of pricing changes, (4) employment of new distribution
ideas, (5) adoption of new technology, and (6) seeking out of new markets. Respondents were asked
to evaluate on a scale from (1) not true to (5) true whether their firm is “always the first” regarding
the six items.  The overall indicator of SMI was constructed by summing the six items.  A reliability
of 0.903 was found using Cronbach’s (1951) coefficient alpha.  Scores on the SMI scale ranged from
six to thirty with a mean of 13.72 and a standard deviation of 5.72.  A median split was then used
to classify firms by degree of strategic marketing initiative. This technique resulted in 49% (61/123)
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of firms classified as exhibiting low levels of SMI, while the other 51% were classified as having
high levels of SMI (62/123).

The measures of 'fit', the primary predictor variables used in the analyses, are proposed
alignments of market orientation with each of the seven marketing strategy constructs previously
described, including (1) the Miles and Snow strategy type, (2) market growth, (3) services growth,
(4) services focus, (5) market coverage, (6) the Porter strategy group, and (7) strategic marketing
initiative.   Remember that each 'fit' indicator has three possible categories or groups, depending on
the expected correspondence to market orientation:  (i) recommended fit (RFit), (ii) other fit (OFit)
and (iii) no fit (NoFit).  A 'fit' would be recommended (RFit) in those circumstances where relatively
high levels of market orientation would be most desirable, such as with aggressive growth or high
levels of initiative.  Other fit refers to those combinations where lower relative levels of market
orientation would be acceptable, such as with lower levels of initiative or strategies that are more
reactive or defensive in nature.  Any and all other possible combinations of market orientation with
the strategy variables would be classified as NoFit, including for example high levels of market
orientation with passive growth and low levels of market orientation with aggressive growth.  The
specific fit categories related to each marketing strategy construct are revealed in Table 1.  

ANALYSIS AND RESULTS

First, univariate analysis of variance (Anova) was used to determine if the seven 'fit'
constructs are relevant to the perceptions of market share performance.  Each of the seven
hypotheses were tested using this method, with significant findings further investigated using least-
squared distances to determine if the means of any of the specific groups differed significantly.
Second, a correlation was performed to determine if the number of recommended strategic
alignments ('Fits') is related to market share.  The second analysis should reveal how important it
is for companies to implement a strategic 'fit' across many subcategories of marketing strategy.

A summary of the Anova is provided in Table 2, which shows the number of firms in each
'fit' group, the average perceived market share for each group, the “F” statistic, the “p” value, and
the findings of the group mean comparisons.  The Anova tests revealed that only one set of
relationships was truly insignificant.  On the other hand, five of the seven analyses were significant
at the 'p'=0.05 level and another test was significant at the 'p'=0.08 level.  The specific analyses are
discussed in the following paragraphs.

As shown in Table 2, the 'fit' between market orientation and the Miles & Snow strategy was
significant ('p'=0.000).  Consistent with H1, it was found that the perceived share of the RFit group
was larger than that of the other firms.  On the other hand, the perceived share of the NoFit group
was larger than the OFit firms.  Therefore, it appears that high levels of market orientation, when
combined with the more aggressive strategies of the Miles & Snow typology, are associated with
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higher levels of market share than is the case for firms with other combinations.  Additionally, a
mixed combination, such as low levels of market 

Table 1:  'Fit' Definitions

(Recommended Fit=RFit, Other Fit=OFit, No Fit=NoFit)

Miles & Snow:  prospector, analyzer, defender, reactor
RFit = prospector + high market-orientation

     analyzer + high market-orientation
OFit = defender + low market-orientation

       reactor + low market-orientation
NoFit = all other combinations

Market Growth:    target new markets, target existing markets or target both
RFit = new markets or both + high market-orientation
OFit = existing markets + low market-orientation
NoFit = all other combinations

Services Growth:    develop new services, use existing services, or use both 
RFit = new services or both + high market-orientation
OFit = existing services + low market-orientation
NoFit = all other combinations

Services Focus:    offer many services, offer few services
RFit = many services + high market-orientation
OFit = few services + low market-orientation
NoFit = all other combinations

Market Coverage:    target many segments, target few segments
RFit = many segments + high market-orientation
OFit = few segments + low market-orientation
NoFit = all other combinations

Porter:    emphasize low cost, differentiate services
RFit = differentiate + high market-orientation
OFit = low cost + low market-orientation
NoFit = all other combinations

Marketing Initiative: market leaders, market followers
RFit = market leader + high market-orientation
OFit = follower + low market-orientation
NoFit = all other combinations
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Table 2:  Analysis of Variance

Fit Construct n Share F 'p' Findings (p<=.05)

MO+Miles&Snow (H1) 10.41 .000 RFit>NoFit>OFit

RFit: High MO + Pros/Anal 37 16.31

OFit: Low MO + Dfndr/Reactr 35 12.83

NoFit 47 14.85

MO+Market Growth (H2)  5.52 .005 NoFit>OFit

RFit: High MO + New/Both  8 15.86 RFit>OFit (.07)

OFit: Low MO + Existing 42 13.38

NoFit 63 15.52

MO+Service Growth (H3) 3.91 .023 RFit>OFit

RFit: High MO + New/Both 44 15.75

OFit: Low MO + Existing 36 13.65

NoFit 34 14.76

MO+Service Focus (H4)  1.94 .148 none

RFit: High MO + Many 13 16.08

OFit: Low MO + Few 34 14.14

NoFit 65 15.27

MO+Market Coverage (H5)  3.46 .035 RFit/NoFit>OFit

RFit: High MO + Many 31 15.84

OFit: Low MO + Few 28 13.57

NoFit 51 15.12

MO+Porter (H6)  2.51 .086 RFit>OFit (.08)

RFit: High MO + Differ. 21 16.33

OFit: Low MO + Low Cost 35 14.24

NoFit 50 14.85

MO+Marketing Initiative (H7) 11.03 .000 RFit/NoFit>OFit

RFit: High MO + Leader 37 15.89

OFit: Low MO + Follower 34 12.39

NoFit 52 15.19

The 'fit' between market orientation and market growth strategy is also significant
('p'=0.005).  Somewhat consistent with H2, the firms with a recommended 'fit' tended to have larger
market shares, yet not all of the differences between the recommended fit group and the other groups
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were statistically significant.  For instance, although RFit firms exhibited larger share than that of
the OFit firms, the level of significance was only at the 'p'=.07 level.  It was, however, found that
the perceived share of the NoFit group was larger than that of the OFit firms.  Thus, it appears that
the less aggressive strategy combinations, that is low levels of market orientation combined with a
focus on current markets, exhibited the lowest levels of market share.  Higher market share was
more evident in firms combining high market orientation with aggressive market growth or rather
in firms exhibiting mixed 'fit' combinations.

The 'fit' between market orientation and service growth is also significant ('p'=0.023).
Consistent with H3, the firms with a recommended 'fit' tended to have larger market shares, yet once
again not all of the differences between the various 'fit' groups were statistically significant.
Specifically, it was found that the perceived share of the RFit group was significantly larger than
that of the OFit firms.  Therefore, it appears that high levels of market orientation, when combined
with the more aggressive services growth strategies, exhibited larger market shares than firms
exhibiting a 'fit' combining low levels of market orientation with less aggressive services growth.

Contrary to H4, the 'fit' between market orientation and service focus was insignificant
('p'=0.148).  No mean differences were evident, regardless of the combinations regarding market
orientation and service focus.

The 'fit' between market orientation and market coverage is significant ('p'=0.035).
Consistent with H5, the firms with a recommended fit tended to have larger market shares.
Specifically, it was found that the perceived shares of the RFit and NoFit groups were larger than
that of the OFit firms.  Thus, it appears that the less aggressive strategy combination, that is low
levels of market orientation combined with smaller market coverage, exhibited the lowest levels of
market share.  Higher market share was evident in firms combining high market orientation with
larger market coverage or rather in firms exhibiting mixed 'fit' combinations.

The 'fit' between market orientation and the Porter groups is insignificant ('p'=0.086).  In
evaluating H6, it can be seen that the recommended 'fit' group had the highest market share.  No
mean differences were evident at the strict p-value criterion.  However, RFit was greater than OFit
at a lesser p-value ('p'=0.08).   While weaker evidence, this still supports the general idea that
combining high levels of market orientation with a strategy that fits better, in this case a
differentiating strategy, will lead to high market shares.

Consistent with H7, the 'fit' between market orientation and SMI was significant ('p'=0.000).
Specifically, it was found that the perceived shares of the RFit and NoFit groups were larger than
that of the OFit firms.  Thus, it appears that the less aggressive strategy combination, that is low
levels of market orientation combined with smaller initiative, exhibits the lowest levels of market
share.  Higher market share was evident in firms combining high market orientation with more
initiative or rather in firms exhibiting mixed 'fit' combinations.
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The second analysis tested the number of recommended strategic 'fits' (RFit) against market
share using simple correlation analysis.  Table 3 shows the distribution of the number of RFits
within the sample along with the average market share for the specific number of RFits.  As
previously shown in Table 2, seven recommended fits were identified.  Therefore, the total number
of RFits for each firm can range from zero (no RFits) to seven (all alignments are RFit).  As shown
in Table 3, almost 43% of the sample firms failed to implement a recommended 'fit' for any of the
market orientation combinations.  Also, none of the firms achieved total recommended 'fit' across
all the strategic marketing combinations, with only one firm having six RFit classifications.  The
correlation between RFit-Total and market share is r=0.338, with p=0.000.  Therefore, the
performance of firms in terms of market share is dependent on the total number of recommended
alignments of strategy with market orientation.  In the case of the credit unions, this correlation
corresponds to approximately 11.4% of variation in share being explained by the number of RFits
exhibited by a firm.  Therefore, it is important for firms to consider the marketing strategy profile
as a whole when implementing strategic decisions.

DISCUSSION

As firms operating in the financial services industry face greater competitive pressures,
marketing strategy must continue to play a greater role (Uzelac & Sudarevic, 2006).  Contingency
theory reminds us, however, that it is the appropriate combinations of strategy, organizational
structure, and the environment which are most relevant for success.  Therefore, the purpose of our
research was to determine if the appropriate 'fit' between market orientation and other marketing-
related strategy concepts would result in higher levels of market share.  

The specific findings for credit unions suggest the following contingent relationships
may provide the best market share performance:  (i) a high degree of market orientation combined
with a Prospector or Analyzer approach, (ii) a high degree of market orientation with a focus on
either new market segments or both new and existing market segments, (iii) a high degree of market
orientation with a focus on either new services or both new and existing services, (iv) a high degree
of market orientation and an emphasis on many market segments, and (v) a high degree of market
orientation with high levels of strategic marketing initiative or first mover efforts.  In general, it is
shown that credit unions can achieve higher relative share by combining more aggressive marketing
strategies with higher levels of market orientation.

Additionally, the total number of strategic alignments is also relevant to share performance.
It was shown that companies with a higher number of recommended 'fits' between market orientation
and the marketing strategies achieved a larger market share.  This suggests to credit union
management that the entire strategic profile should be managed as a whole, rather than looking at
each marketing strategy decision separately.
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Table 3:  RFit_Total

RFit_Total Frequency Percent Share

0 53 42.7 13.38

1 23 18.5 14.91

2 10  8.1 13.67

3 13 10.5 16.91

4 15 12.1 15.53

5 9  7.3 17.33

6 1  0.8 16.00

7 0  0.0 n/a  

The pattern that emerges seems to suggest that firms with a high degree of market orientation
are well advised to pursue more aggressive marketing strategies. In fact, the findings go so far as
to suggest that it is often better to implement a no-fit combination than to combine a low degree of
market orientation with a less aggressive strategic approach.  The importance of a more proactive
and aggressive strategic posture may be at least partially explained by the increasing
professionalization of credit union management, who have been responsible for hastening trends in
the industry such as significant membership and asset growth, industry consolidation, and higher
penetration into the overall population (Barboza & Roth, 2009).  

In summary, the results of the study support a contingency theory approach to marketing
strategy in the case of credit unions, with appropriate fits between market orientation and strategy
having a relevant impact on market share.  Nevertheless, although the findings are both analytically
suggestive and intuitively appealing, our sample was biased towards medium to larger firms that
may possess superior strategic resources to the smaller firms in the industry.  Consequently, readers
should use caution when generalizing the results to all types of credit unions or to other firms in the
broader banking and financial services sectors.   
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